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ABSRACT 

The numerical range of operators in Hilbert spaces has been researched by several 

authors. The properties of the numerical range play an important role in identifying 

the behaviour of operators in Hilbert spaces. It is a well-known fact in operator theory 

that the spectrum of an operator is contained in the closure of the numerical range. 

The aim of our study was to establish the condition that gives the generalization that 

the spectrum of an operator is contained in the numerical range. Such spectral 

properties and the location of the numerical range in the complex plane were 

significant in determining the behavior of different classes of operators. We compared 

and analyzed known properties of the numerical range in the complex Hilbert space 

and narrowed this results to compact operators, spectroloid operators and partial 

isometries. Our results benefits other areas of mathematics and applied sciences such 

as quantum computing, physics and analysis. But more notably numerical range are 

used in engineering as rough estimates of eigenvalues of operators. 
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CHAPTER ONE 

INTRODUCTION 

1.1 Background  

The numerical range of an operator 𝑇 on a Hilbert space ℋ is a 

set 𝑊(Τ) = {〈Τ𝑥, 𝑥〉: ‖𝑥‖ = 1}, this set has been referred to by other researchers as the 

field of values or the   hausdorff domain to range of values. 

The first publication on the numerical range was done by Toeplitz in (1918), when he 

proved that the numerical range is convex set. But since then a lot of research has 

been done and the set of the numerical range is still undergoing rigorous research. 

Meng(1957) showed that if an operator is normal and its numerical range is closed 

then the extreme points of the numerical range are eigenvalues.  

Shapiro J (2004) discussed the relation between eigenvalues and points on the 

boundary of the numerical range. He showed that ‘corner points’ of numerical range 

are eigenvalues and furthermore used the Hildebrandt theorem to show that 

eigenvalues on the boundary of the numerical range behaves just like the eigenvalues 

of normal operators. 

 

1.2 Definitions and terminologies 

Definition 1.2.1: A norm ‖. ‖ on a vector space 𝑉 is a nonnegative real valued 

function with the following axioms holding for all 𝑥,𝑦 𝜖 V and 𝜆 ∈ 𝕂. 

‖𝑥‖ ≥ 0  

‖𝑥‖ = 0 if and only if 𝑥 = 0 

‖𝜆𝑥‖ = |𝜆|‖𝑥‖ 

‖𝑥 + 𝑦‖ ≤ ‖𝑥‖ + ‖𝑦‖     

The norm of an operator 𝑇 is defined as ‖𝑇‖ = 𝑠𝑢𝑝(‖𝑇𝑥‖: 𝑥 ∈ ℋ 𝑤𝑖𝑡ℎ ‖𝑥‖ = 1) 
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Definition 1.2.2: An inner product 〈∙,∙〉 on a vector space 𝑉 is a function with the 

following axioms holding for all  𝑥, 𝑦, 𝑧 ∈ 𝑉 and 𝜆 ∈ 𝕂; 

〈𝑥, 𝑥〉 ≥ 0 and 〈𝑥, 𝑥〉 = 0 if and if 𝑥 = 0 

〈𝑥 + 𝑦, 𝑧〉  = 〈𝑥, 𝑧〉 +〈𝑦, 𝑧〉 

〈𝜆𝑥, 𝑦〉 = 𝜆〈𝑥, 𝑦〉 

〈𝑥, 𝑦〉 = 〈𝑦, 𝑥〉 

Definition 1.2.3: An operator  𝑇 is function acting on elements on the same space.  

Definition 1.2.4: The operator 𝑇 is said to be bounded if there exist some scalar 𝑀 >

0 such that for all 𝑥 ∈ ℋ we have ‖𝑇𝑥‖ ≤ 𝑀‖𝑥‖. 

Definition 1.2.5: An operator 𝑇∗ is called the adjoint of  𝑇 if 〈Τ∗𝑥, 𝑥〉 = 〈𝑥, 𝑇𝑥〉 for all 

𝑥 ∈ ℋ. 

Definition 1.2.6 Let ℋ be a Hilbert space and 𝑇 be an operator from ℋ to ℋ. Then 

we have the following classes of operators. 

(i) Self-adjoint operator (or hermitian) if T∗ = T 

(ii) Isometric if  Τ∗T =I 

(iii) Normal operator if  Τ∗Τ = ΤΤ∗ 

(iv) Unitary operator if  Τ∗Τ=ΤΤ∗=I. 

(v) Partial isometries if  𝑇Τ∗Τ=𝑇 

(vi) Projection operator if  𝑇2 = 𝑇 

Definition 1.2.7: The numerical range of a bounded linear operator on a Hilbert space 

ℋ is the set W (T) = {〈Τ𝑥, 𝑥〉: 𝑥 ∈ ℋ, ‖𝑥‖ = 1}. The numerical range is said to be 

closed when it contains the boundary points and its closure is denoted as 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅ . There 

are some known properties of the numerical range i.e.  

a) 𝑊(𝑇) is invariant under unitary similarity,  

b) 𝑊(𝑇) lies in the closed disc of radius ‖𝑇‖  centered at the origin, 
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c) 𝑊(𝑇) contains all the eigenvalues of 𝑇  

d) 𝑊(𝑇∗)  = (𝜆:  𝜆 𝜖 W (T)    

e) If 𝛼 𝑎𝑛𝑑 𝛽 are complex numbers and 𝑇 a bounded operator on ℋ then,  

W (𝛼𝑇 + 𝛽𝐼) = 𝛼𝑊(Τ) + 𝛽.  

f) If ℋ is finite dimensional then 𝑊(𝑇) is compact 

Definition 1.2.8: The numerical radius is denoted as 𝓌(𝑇) and it is defined as 

 𝓌(𝑇) = 𝑠𝑢𝑝{|𝜆|: 𝜆 ∈ 𝑊(𝑇)} .There are some known properties of the numerical 

radius i.e. 

(a) 𝓌(𝑇) ≥ 0 

(b) 𝓌(𝛼𝑇) = |𝛼| 𝓌(𝑇) 𝑓𝑜𝑟 𝑎𝑙𝑙 𝛼 ∈ ℂ. 

(c) 𝓌(𝑇 + 𝑆) ≤ 𝓌(𝑇) + 𝓌(𝑆) 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑇, 𝑆 ℬ(ℋ). 

Definition 1.2.9: The spectrum of bounded linear operator 𝑇 is defined as the set 

 𝜎(𝑇) = {𝜆 ∈ ℂ: (𝜆𝐼 − T)−1 does not exist }.The spectrum has radius denoted as 

 𝔯(𝑇) = 𝑠𝑢𝑝{|𝜆|: 𝜆 ∈ 𝜎(𝑇) 𝑓𝑜𝑟 𝑎𝑙𝑙 (𝜆𝐼 − 𝑇) ≠ 0}.The compliment of the spectrum is 

called the resolvent set which is given by 𝜌(𝑇) = {ℂ ∖ 𝜎(𝑇)}.The spectrum can be 

divided into the following three components 

The point spectrum is denoted 𝜎𝑝(𝑇) = {𝜆 ∈ ℂ: 𝑇𝑥 = 𝜆𝑥}. 

Continuous spectrum denoted has 𝜎 𝑐(𝑇) = {𝜆 ∈ ℂ: (𝜆Ι − 𝑇)−1} is bounded  

and 𝑅(𝜆𝐼 − T)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = ℋ. 

Residual spectrum denoted as 𝜎𝑅(𝑇) = {𝜆 ∈ ℂ: (𝜆𝐼 − 𝑇)−1} exists and range is not 

densely defined  𝑅(𝜆𝐼 − T)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ ≠ ℋ. 

It has been shown that the 𝜎(𝑇) can be used to identify some classes of operators,  if 

we let  𝑇 ∈ ℬ(ℋ) be a normal operator then, 

a) 𝑇 is self adjoint iff 𝜎(𝑇) is real 
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b) 𝑇 is a projection iff the 𝜎(𝑇) ∈ {0,1} 

c) 𝑇  is unitary iff the set 𝜎(𝑇) ∈ {ℤ ∈ ℂ: ‖ℤ‖ = 1} 

Definition 1.2.10. An operator 𝑇 is defined as Normaloid if ‖Τ‖ = 𝔯(Τ)  

Definition 1.2.11. An operator 𝑇 is defined as Spectroloid if 𝜔(Τ) = 𝑟(Τ)  

Definition 1.2.12. Let 𝑋, 𝑌 be Hilbert spaces, a bounded linear operator 

 𝑇: 𝑋 → 𝑌 between Hilbert spaces is said to be compact if for every bounded 

sequence{𝑥𝑛}𝑛∈ℕ ⊂ 𝑋, their exist subsequence of the sequence {𝑇𝑥𝑛}  𝑛∈ℕ which 

converges in 𝑌.  

Definition 1.2.13: A set S is said to be convex if the line segment between any two 

points lies in S, that is if 𝑥, 𝑦 ∈ 𝑆, then 𝜆𝑥 + (1 − 𝜆)y ∈ S for all 𝜆 ∈[0,1]. Given any 

nonempty sets S there is the smallest convex set containing S denoted by 𝐶𝑜𝑛(S) and 

is referred to as the convex hull of S. Equivalently, it is the intersection of all convex 

sets containing S. 

Definition 1.2.14: a sequence 𝑥1, 𝑥2 … … of real numbers is called a Cauchy sequence 

if for every positive real numbers 𝜀, there is a positive integer 𝑁 such that for all 

natural numbers 𝑚, 𝑛 ≥ 𝑁  |𝑥𝑚 − 𝑥𝑛| < 𝜀. 

1.3 Statement of the problem 

The research that has been done on the numerical range of operators in general has 

dealt with mainly topological properties such as convexity, closure and compactness. 

The role of the numerical range in identifying properties of operators and its location 

on the complex plane for specific classes of operators has not been well researched. In 

this thesis we investigated the properties of numerical range for spectroloid operators, 

compact operators and partial isometries     
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1.4 Objectives of the study 

1.4.1 Main objective 

To investigate the role of numerical range on properties of operators together with its 

location on the complex plane. 

1.4.2 Specific objectives 

 The specific objectives of this research were as follows; 

(i) To investigate numerical range properties on spectroloid operators. 

(ii) To investigate numerical range properties on compact operators.     

(iii) To investigate the invariance of numerical range under partial isometries.

  

1.5 Significance of the study 

The numerical range has different applications to other areas of mathematics and 

applied sciences such as quantum computing, physics and analysis. But more notably 

numerical range are used in engineering as rough estimates of eigenvalues of 

operators, operators are also essential in formation of theories in quantum physics.   

 

1.6 Research methodology  

We compare the known properties of the numerical range for different operators and 

its location on the complex plane to be able to identify the operators using these 

properties. We narrowed our study to specific classes of operators i.e. Spectroloid, 

Compact and Partial isometries.  
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CHAPTER TWO 

LITERATURE REVIEW 

2.1 Introduction  

Different authors have significantly contributed to the study of numerical range of 

operators. Toeplitz (1918) did their research work on numerical range of operators 

and proved that the numerical range is convex. They further proved that the closure of 

the numerical range includes the spectrum and the convex hull of the spectrum. 

Generally more work has to be done in showing that the spectrum is contained in the 

numerical range of an operator. Toeplitz also showed that the numerical range has a 

numerical radius which is much bigger than the spectral radius of the operator since 

the closure of the numerical range contains the spectrum. J. P Williams (1967) did an 

extension to the closure of the numerical range and proved that, the spectrum of the  

product of a positive invertible operator and a selfadjoint operator is contained in the 

difference of the closure of their numerical ranges, similar investigation shows that 

the spectra product of an invertible compact operator with any other bounded linear 

operator is contained in the difference of the closure of the numerical range of the 

bounded operator and the numerical range of an invertible compact operator. J.P. 

Williams’s (1969) in his paper of similarity and numerical range showed that the 

numerical range of positive operator and its spectrum lies on the real axis.  M. 

Newman (1982) made his contribution on the numerical radius and spectral radius of 

unitary operators by asserting that they are invariant under unitary similarity  

 

Karl Gustafson and K.M Rao (1995) proved that the numerical range of a self adjoint 

operator together with its closure lies on the real axis of the complex plane. Further 
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they researched on products of the numerical radii of operators. Shapiro(2004) 

worked on numerical range of bounded linear operators on a two dimensional Hilbert 

space. He proved that the numerical range of a normal and non-normal operators will 

have different properties. Numerical range of non-normal operator brings out clearly 

an elliptic disc which agrees with Toeplitz theorem that numerical range is convex in 

shape. For the numerical range of normal operators he proved that it will either be a 

scalar multiple of the identity or a line segment joining the eigenvalue. 

  

Takayuki Furuta (2001) gave some of the fundamental general properties of 

subclasses of partial isometries operators. Literature on the numerical range of this 

subclasses is scarce ranging from unitary operators, isometries to partial isometries. 

Wafula, A and J.M. Khalagai(2010), researched on the invariance of numerical range 

of operator under isometric transformation.  They extended their research on the 

invariance of the numerical range under co-isometries. They also stated that if a 

partial isometry is either injective or has dense range then the numerical range is 

invariant under partial isometries. 

 

According to the flow of literature review above we note that not many authors have 

directed their interest to specific classes of operators, this is the reason why the focus 

in this thesis was on spectroloids operators, compact operators and partial isometries.    
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CHAPTER THREE 

THE NUMERICAL RANGE OF SPECTROLOID OPERATORS 

 

3.1 Introduction 

In this chapter we investigate properties of the numerical range on spectroloid 

operators. Spectroloids are operators in which the spectral radii equal the numerical 

radii and can be identified through certain subclasses of operators, starting with, 

Projections, Selfadjoint operators, normal operators, normaloid operators and 

spectroloid operators. 

The following are the inclusions of the subclasses of spectroloid operators  

{Projections }⊂{selfadjoint}⊂{normal}⊂{normaloid}⊂ {𝑠𝑝𝑒𝑐𝑡𝑟𝑜𝑙𝑜𝑖𝑑}. 

3.2 General properties of the numerical range of operators 

The numerical range of any operator has the following known general properties that 

have been researched on. They include, closure, the spectral inclusion, and the 

relation between the numerical radius and the spectral radius as the following results 

show. 

Proposition3.2.1. (𝑲𝒂𝒓𝒍 𝑮𝒖𝒔𝒕𝒂𝒇𝒔𝒐𝒏 𝒂𝒏𝒅 𝑲. 𝑴 𝑹𝒂𝒐, 𝟏𝟗𝟗𝟓). Let 𝑇 ∈ ℬ(ℋ) be self 

adjoint operator and W (T) denote the numerical range.  

Then W (T*) = {𝜆:  𝜆 𝜖 W (T)} 

Proof:  

For an operator 𝑇 ∈ ℬ(ℋ) which is self-adjoint we have that; 

〈𝑇𝑥, 𝑥〉 = 〈𝑥, 𝑇∗𝑥〉 = 〈𝑥, 𝑇𝑥〉 = 〈𝑇𝑥, 𝑥〉̅̅ ̅̅ ̅̅ ̅̅ ̅ for each 𝑥 ∈ ℋ.Hence we have that complex 

number coincide with its complex conjugate. Hence W(𝑇∗) = 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅  so is real thus 

𝑊(𝑇) ⊂ ℝ.                                                                                                                    ∎ 
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Lemma 3.2.2. (𝑲𝒂𝒓𝒍 𝑮𝒖𝒔𝒕𝒂𝒇𝒔𝒐𝒏 𝒂𝒏𝒅 𝑲. 𝑴 𝑹𝒂𝒐, 𝟏𝟗𝟗𝟓). Let Τ ∈ ℬ(ℋ) and 𝜎𝑝(𝑇) 

denote point spectrum of  𝑇 then, 𝜎𝑝(𝑇) ⊆ 𝑊(𝑇). 

Proof:  

Let 𝑥 ∈ ℋ be such that ‖𝑥‖ = 〈𝑥, 𝑥〉 = 1, then it follows that, 

𝑊(𝑇) = 〈𝑇𝑥, 𝑥〉 = 〈𝜆𝑥, 𝑥〉 for 𝜆 ∈ 𝜎𝑝(𝑇)  

We have 𝑇𝑥 = 𝜆𝑥 

〈𝑇𝑥, 𝑥〉 = 〈𝜆𝑥, 𝑥〉 

= 𝜆〈𝑥, 𝑥〉 

= 𝜆‖𝑥‖2 

Thus 𝜆 ∈ 𝑊(𝑇). Hence 𝜎𝑝(𝑇) ⊆ 𝑊(𝑇) 

Similarly for 𝜆̅ ∈ 𝜎𝑝(𝑇∗) we have  𝑇𝑥 = 𝜆̅𝑥 

                                                       〈𝑇𝑥, 𝑥〉  = 〈𝜆̅𝑥, 𝑥〉  

                                                                    = 𝜆̅〈𝑥, 𝑥〉 

                                                                    = 𝜆̅ ‖𝑥‖2 

                                                                   Thus 𝜆̅ ∈ 𝑊(𝑇). Hence 𝜎𝑃(𝑇∗) ⊆ 𝑊(𝑇). 

Since both  𝜎𝑃(𝑇∗) and 𝜎𝑝(𝑇) are contained in the numerical range then  𝜆̅ = 𝜆 hence 

real.                                                                                                                                ∎ 

Theorem 3.2.3.(𝑻𝒐𝒆𝒑𝒍𝒊𝒕𝒛 𝟏𝟗𝟏𝟖). The numerical range closure encompasses the 

spectrum 𝑖. 𝑒. 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅ ⊃ 𝜎(𝑇) 

Proof:  

Since 𝑊(𝑇) is convex in complex Hilbert space by (𝑇𝑜𝑒𝑝𝑙𝑖𝑡𝑧). 

 Let 𝜇 ∉ 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅ . Then for any unit vector 𝑥, 

0< 𝑑 = 𝑑(𝜇, 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅ ) ≤ |〈𝑇𝑥, 𝑥〉 − 𝜇| = |〈𝑇 − 𝜇〉𝑥, 𝑥| ≤ ‖〈𝑇𝑥 − 𝜇𝑥〉‖,by Schwartz 

inequality.  
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So ‖𝑇𝑥 − 𝜇𝑥‖ ≥ 𝑑‖𝑥‖ for unit vectors 𝑥. It follows that 𝜇 ∈ 𝜌(𝑇) then 𝜇̅ ∈ 𝜎𝑝(𝑇∗) 

that is there exist a unit vector 𝑥 such that 𝑇∗𝑥 = 𝜇̅𝑥 so that 𝜇̅ ∈ 𝑊(𝑇∗). Equivalently, 

𝜇 ∈ 𝑊(𝑇) which contradicts to 𝜇 ∉ 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅ . Hence, 𝜇 ∈ 𝜎(𝑇) and therefore 𝜎(𝑇) ∈

𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅ .                                                                                                                           ∎     

Remark 3.2.4 We note that the following theorem by J.P Williams (1967) is an 

extension of theorem 3.2.3 above. 

Theorem 3.2.5. (𝑱. 𝑷 𝒘𝒊𝒍𝒍𝒊𝒂𝒎𝒔, 𝟏𝟗𝟔𝟕). Let 𝑇 a positive operator and 𝑆 self adjoint 

operator, on a Hilbert space ℋ. If 0 ∉ 𝑊(𝑇)̅̅̅̅̅ then 𝜎(𝑇−1𝑆) ⊂ 𝑊(𝑆)̅̅ ̅̅ ̅̅ ̅ − 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅ . 

Proof: 

Since 𝜎(𝑇) ⊂ 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅ , then by hypothesis 𝑇−1 exists. Secondly, the identity 

𝑇−1𝑆 − 𝜆 = 𝑇−1(𝑆 − 𝜆𝑇) 

Shows that if 𝜆 ∈ 𝜎(𝑇−1𝑆), then 0 ∈ 𝜎(𝑆 − 𝜆𝑇).Hence this implies that 

0 ∈ 𝑊(𝑆 − 𝜆𝑇)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ⊂ 𝑊(𝑆)̅̅ ̅̅ ̅̅ ̅ − 𝜆𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅ , and thus our desired result, 

𝜆 ∈ 𝜎(𝑇−1𝑆) ⊂ 𝑊(𝑆)̅̅ ̅̅ ̅̅ ̅ − 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅                                                                                                 

∎ 

Remark 3.2.6. The numerical radius and the spectral radius helps in classifying 

different subclasses of spectroloid operators as it is shown below.  

Proposition 3.2.7(𝑲𝒂𝒓𝒍 𝑮𝒖𝒔𝒕𝒂𝒇𝒔𝒐𝒏 𝒂𝒏𝒅 𝑲. 𝑴 𝑹𝒂𝒐, 𝟏𝟗𝟗𝟓). For the spectral radius 

𝔯(𝑇) of an operator T we have that 𝔯(𝑇) ≤  𝓌(𝑇) 

Proof: 

 Since  𝜎(𝑇) ⊂ 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅  and 𝔯(𝑇) = 𝑠𝑢𝑝{|𝜆|: 𝜆 ∈ 𝜎(𝑇) 𝑓𝑜𝑟 𝑎𝑙𝑙 (𝜆𝐼 − 𝑇) ≠ 0} and 

 𝓌(𝑇) = 𝑠𝑢𝑝{|𝜆|: 𝜆 ∈ 𝑊(𝑇)} then it follows that 𝔯(𝑇) ≤  𝓌(𝑇). 
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When the norm operator is equal to the spectral radii we have a class of operators 

called normaloid and in extension when the spectral radii equal the numerical radius 

we have a class of spectroloid operators.                                                                      ∎ 

3.3 Numerical range of the subclasses of spectroloid operators. 

THEOREM3.3.1.(𝑫𝒂𝒅𝒂, 𝒆𝒕 𝒂𝒍, 𝟐𝟎𝟏𝟔).Let  𝑇 ∈ ℬ(ℋ) where 

ℙ = {𝑃 ∈ ℬ(ℋ: 𝑃 𝑖𝑠 𝑎𝑛 𝑜𝑟𝑡ℎ𝑜𝑔𝑜𝑛𝑙 𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛 𝑜𝑛 ℋ)}, 

𝓅𝒦 = {𝑃 ∈ ℙ: dim (𝑅𝑎𝑛(𝑝) = 𝒦}, 𝒦 ∈ ℕ     

And 𝓅𝐴 = {𝑃 ∈ ℙ: 𝑃𝐴 = 𝐴𝑃, dim (𝑅𝑎𝑛(𝑃)) < ∞}, then the following holds. 

(i) If dim ℋ = 𝒦, then 𝑊𝓅𝒦
(𝑇) = 𝜎(𝑇). 

(ii) If dim ℋ < ∞, then  𝑊𝓅𝒦
(𝑇) is closed for 𝒦 ≥ 1. 

(iii) If dim ℋ > 𝒦,then 𝑊𝓅𝒦
(𝑇) = 𝑊(𝑇). 

Proof  

(i) Is a direct consequence of 𝓅𝒦 = {ℑ𝑑 𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 𝑜𝑝𝑒𝑟𝑡𝑜𝑟𝑠 𝑜𝑓 𝒦 × 𝒦} given 

dim ℋ = 𝒦 

(ii) Let (𝜆𝑛)𝑛∈ℕ ⊆ 𝑊𝓅𝒦
(𝑇) with 𝜆𝑛 → 𝜆 ∈ ℂ. Since 𝜆𝑛 ∈ 𝑊𝓅𝒦

(𝑇) there exits 𝑃 ∈ 𝓅𝒦 

and 𝑥 ∈ 𝑟𝑎𝑛(𝑃) such that 𝑃𝐴𝑃𝑥 = 𝜆𝑛𝑥.  

Hence 𝜆𝑓 = 𝑙𝑖𝑚𝑛→∞𝜆𝑛𝑥 = 𝑙𝑖𝑚𝑛→∞𝑃𝐴𝑃𝑥 = 𝑃𝐴𝑃𝑥 and consequently 𝜆 ∈ 𝑊𝓅𝒦
(𝑇). 

(iii) Let 𝜆 ∈ 𝑊(𝑇) be given. Then there exists 𝑥𝑜 ∈ ℋ with ‖𝑥0‖ = 1 such that  

𝜆 = 〈𝑇𝑥0, 𝑥0〉. Now take 𝑥1, 𝑥2 … … 𝑥𝒦−1 ∈ ℋ with ‖𝑥𝑖‖ = 1 such that 𝑥𝑖 ⊥ 𝑥𝑗 , 𝑖 ≠ 𝑗, 

for 𝑖, 𝑗 = 0,1 … 𝒦 − 1 and 𝑥𝑖 ⊥ 𝑇𝑥0 and 𝑖 = 1, … , 𝒦 − 1.let 𝑇 be orthogonal 

projection onto span {𝑥0, 𝑥1 … , 𝑥𝒦−1} which is 𝒦 dimensional subspace. Then, 

employing the fact that numerical range of a projection operator is convex, 

𝑃𝐴𝑃𝑥0 = 𝑃𝐴𝑥0 = 〈𝑇𝑥0, 𝑥0〉𝑥0 + 〈𝑇𝑥0, 𝑥1〉𝑥1 + ⋯ + 〈𝑇𝑥0, 𝑥𝒦−1〉𝑥𝒦−1 

= 〈𝑇𝑥0, 𝑥0〉𝑥0 
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= 𝜆𝑥0 

i.e.  𝜆 Is an eigenvalue of 𝑃𝐴𝑃. Hence 𝜆 ∈ 𝑊𝓅𝒦
(𝑇) 

Now take 𝜆 ∈ 𝑊𝓅𝒦
(𝑇). Then there exist 𝓅 ∈ 𝓅𝒦 and 𝑥 ∈ 𝑟𝑎𝑛(𝓅) with ‖𝑥‖ = 1 such 

that 𝑃𝐴𝑃𝑥 = 𝜆𝑥. Hence 〈𝑇𝑥, 𝑥〉 = 〈𝑃𝐴𝑃𝑥, 𝑥〉 = 〈𝜆𝑥, 𝑥〉 = 𝜆, implying 𝜆 ∈ 𝑊(𝑇).             

∎ 

Lemma 3.3.2. (𝑲𝒂𝒓𝒍 𝑮𝒖𝒔𝒕𝒂𝒇𝒔𝒐𝒏 𝒂𝒏𝒅 𝑲. 𝑴 𝑹𝒂𝒐, 𝟏𝟗𝟗𝟓). Let 𝑇 ∈ ℂ2 be normal 

operator in complex Hilbert space. Then 𝑊(𝑇) = 〈𝑇𝑥, 𝑥〉 is a line segment. 

Proof  

 Let 𝑇 = [
𝜆1 0
0 𝜆2

] where 𝜆1 and 𝜆2 are the eigenvalues of 𝑇 and 𝑥 = (𝑓, 𝑔). Then 

〈𝑇𝑥, 𝑥〉 = 𝜆1|𝑓|2 + 𝜆2|𝑔|2 = 𝑝𝜆1 + (1 − 𝑝)𝜆2 where 𝑝 = |𝑓|2 and |𝑓|2 + |𝑔|2 = 1. 

Thus 𝑊(𝑇) is a set of convex combination of 𝜆1 and 𝜆2 and is the segment joining 

them.                                                                                                                             ∎ 

Theorem: 3.3. 3 (𝑰. 𝑯. 𝑺𝒉𝒆𝒕𝒉, 𝟏𝟗𝟔𝟗). Let 𝑇 ∈ ℬ(ℋ) be an operator such that 𝑇 − 𝜆𝐼 

is normaloid for all complex values of 𝜆. If 𝑆𝑇 = 𝑇∗𝑆 for an arbitrary operator 𝑆 for 

which 

 0 ∉ 𝑊(𝑆)̅̅ ̅̅ ̅̅ ̅, then 𝑇∗ = 𝑇 

Proof: 

Since 𝑆𝑇 = 𝑇∗𝑆 and 0∉ 𝑊(𝑆)̅̅ ̅̅ ̅̅ ̅, then the spectrum is real. And also 𝐶𝑜(𝜎(𝑆)) = 𝑊(𝑆) 

for such an operator 𝑆. Hence the  𝑊(𝑆)̅̅ ̅̅ ̅̅ ̅̅  is real.                                                        ∎ 

Remark 3.3.4. We note from the theorem above that if a normaloid operator 𝑇 − 𝜆𝐼 

with 𝜆 ∈ ℂ is such that 𝑆𝑇 = 𝑇∗𝑆 for some operator 𝑆 whose numerical range 

property is 0 ∉  𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅  then 𝑇∗ = 𝑇. Consequently 𝑊(𝑇) is real. 
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Theorem 3.3.5.(𝑺. 𝑲. 𝑲𝒉𝒂𝒔𝒃𝒂𝒓𝒅𝒂𝒓 𝒂𝒏𝒅 𝑵. 𝑲. 𝑻𝒉𝒂𝒌𝒂𝒓𝒆, 𝟏𝟗𝟕𝟖) Let 𝑇, 𝑆 ∈ ℬ(ℋ) 

with 𝑇 invertible such that  

𝑆 = 𝑇𝑆𝑇∗ with 0 ∉ 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅  

If both 𝑇 and 𝑇−1 are spectroloids, then 𝑇 is unitary. 

Proof:  

If 𝑇 is similar to a unitary operator then its 𝔯(𝑇) = 1. Again if 𝑇 is spectroloid we 

have 

 𝔯(𝑇) = 𝓌(𝑇) and hence 𝑊(𝑇) ⊂⊕, 𝑢𝑛𝑖𝑡 𝑑𝑖𝑠𝑐 on Hilbert complex plane. Since 𝑇−1  

is also similar to a unitary operator we have 𝔯(𝑇−1) = 1 also; 

 𝔯(𝑇−1) = 𝓌(𝑇−1) = 1 and hence again 𝑊(𝑇−1) ⊂⊕ 𝑢𝑛𝑖𝑡 𝑑𝑖𝑠𝑐 on Hilbert complex 

plane.                                                                                                                            ∎ 

 

3.4 Numerical range of products of operators  

In this section we study numerical range of product of operators though its 

information is scarce. Will also consider the numerical radius of operators that 

commute. 

 

Theorem 3.4.1. (𝑲𝒂𝒓𝒍 𝑮𝒖𝒔𝒕𝒂𝒇𝒔𝒐𝒏 𝒂𝒏𝒅 𝑲. 𝑴 𝑹𝒂𝒐, 𝟏𝟗𝟗𝟓). Let T be a non-negative 

self adjoint operator and 𝑇𝑆 = 𝑆𝑇. Then 𝑊(𝑇𝑆) ⊂ 𝑊(𝑇)𝑊(𝑆).  

Proof: 

〈𝑇𝑆𝑥, 𝑥〉 = 〈𝑆𝑇
1

2𝑥, 𝑇
1

2𝑥〉. Where 𝑇
1

2 is the non-negative square root of 𝑇. Thus 

 〈𝑇𝑆𝑥, 𝑥〉 = 〈𝑆𝑓, 𝑓〉 ‖𝑇
1

2𝑓‖
2

= 〈𝑆𝑓, 𝑓〉〈𝑇𝑥, 𝑥〉 where, 

𝑓 =
𝑇

1
2𝑥

‖𝑇
1
2𝑥‖

 With 𝑇
1

2𝑥 ≠ 0 and ‖𝑓‖ = 1. 

Hence the self adjoint operator is non-negative.                                                     
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Remark3.4.2. From the above theorem 3.4.1 we note that results on 𝑊(𝑇𝑆) are 

harder to achieve. And thus we have an example that shows 𝓌(𝑇𝑆) ≥ 𝓌(𝑇)𝓌(𝑆)  

Example 3.4.3. Let 𝑇 ∈ ℂ4 with 𝑇 = [

0  1  0  0
0  0  0  1
0  0  1  0
1  0  0  0

] then we have that, 

 𝓌(𝑇) = cos (
⫪

5
) = 0.80901699 and also we have that 𝓌(𝑇2) = 𝓌(𝑇3) = 0.5 so 

that; 

0.5 = 𝓌(𝑇. 𝑇2) > 𝓌(𝑇). 𝓌(𝑇2) = 0.4045085 
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CHAPTER FOUR 

THE NUMERICAL RANGE OF COMPACT OPERATORS 

4.1 Introduction 

In this chapter the properties of numerical range on compact operators were 

investigated. A bounded linear operator 𝑇: 𝑋 → 𝑌 between Hilbert spaces is said to be 

compact if for every bounded sequence {𝑥𝑛} ⊂ 𝑋, there exist subsequence {𝑇𝑥𝑛𝑘
}  of 

the sequence  {𝑇𝑥𝑛}  which converges in Y. 

 

4.2 General Properties of Compact Operators 

In this subsection we consider some general properties of compact operators. We note 

the following properties of compact operators which includes; their norm limit, 

commutativity, self-adjointness and lastly its spectral theory.  

Proposition 4.2.1(𝑯𝒂𝒍𝒎𝒐𝒔 𝑷𝑹, 𝟏𝟗𝟖𝟐) Let 𝑇 be bounded linear operator on Hilbert 

space  ℋ. 

(i) If 𝑆 is a compact operator on Hilbert space ℋ, then 𝑆𝑇 and 𝑇𝑆 are 

compact. 

(ii) If  ∃ a bounded sequence 𝑇𝑛 belonging to compact operators, so that 

 ‖𝑇 − 𝑇𝑛‖ → 0 as n→ ∞, then 𝑇 is said to be compact. 

(iii) Let 𝑇 be a compact operator. Then 𝑇 is a norm limit of a sequence of finite 

rank operators 

(iv) 𝑇 is compact if and only if  𝑇∗ is compact. 

Proofs  

(i) If we let 𝑥𝑛 be a bounded sequence, then 𝑇𝑥𝑛 is also a bounded sequence 

and thus a bounded sequence 𝑆𝑇𝑥𝑛 has a convergent subsequence 
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expressed as  𝑆𝑇𝑥𝑘𝑛.Therefore 𝑆𝑇 is compact. We also note that a bounded 

sequence 𝑆𝑥𝑛 has a convergent subsequence 𝑆𝑥𝑘𝑛. It follows that 𝑇𝑆𝑥𝑛𝑘 is 

convergent since 𝑇 is continuous and hence 𝑇𝑆 is compact. 

(ii) Let 𝑥𝑛be a bounded sequence and 𝑇1  be a compact operator, then there 

exist a subsequence 𝑥1,𝑘 such that 𝑇1𝑥1,𝑘 Converges. Consequently let 𝑇2 

be compact then there exist a subsequence 𝑥2,𝑘 of 𝑥1,𝑘 such that 

𝑇2𝑥2,𝑘converges and so forth. A class of nested subsequences 𝑥𝑛,𝑘 is 

generated. If 𝑔𝑘 = 𝑥𝑘,𝑘, then 𝑔𝑘is eventually a subsequence of 

the 𝑛𝑡ℎ subsequence  𝑥𝑛,𝑘 so 𝑇𝑛𝑔𝑘 converges as k→ ∞ for each 

             𝑛 ∈ ℕ.Therefore 𝑇𝑔𝑘 is a Cauchy sequence, and thus convergent.  

            This is expressed 

           ‖𝑇(𝑔𝑘 − 𝑔𝑙)‖ ≤ ‖𝑇𝑔𝑘 − 𝑇𝑚𝑔𝑘‖+‖𝑇𝑚(𝑔𝑘 − 𝑔𝑙)‖+‖𝑇𝑚𝑔𝑘 − 𝑇𝑔𝑙‖,                                       

                   and holds for all 𝑚. Suppose 𝑀 is a upper bound on the 

                   ‖𝑔𝑘‖, consequently 

                  first and third terms are bounded by 𝑀‖𝑇 − 𝑇𝑚‖ .                                   

             This is small provided 𝑚 is chosen large enough.  If we let 𝑚 be large 

             Second term is small provided 𝑘, 𝑙 are large enough                                   

(iii) If 𝑒1𝑒2 … is an orthonormal basis and  𝑃𝑛 a orthogonal projection onto the 

span of the first 𝑛 basis vectors, and 𝑄𝑛 = 𝐼𝑑 − 𝑃𝑛, then ‖𝑄𝑛𝑇𝑥‖ is a non-

increasing function of 𝑛.So ‖𝑄𝑛𝑇‖ is non-increasing in 𝑛. If ‖𝑄𝑛𝑇‖ =

‖𝑃𝑛𝑇 − 𝑇‖ → 0 hence the statement is justified. So assume, for a 

contradiction, that ‖𝑄𝑛𝑇‖ ≥ 𝑐 for all 𝑛. Choose  𝑥𝑛 with ‖𝑥𝑛‖ = 1 such 

that ‖𝑄𝑛𝑇𝑥𝑛‖ ≥ 𝑐
2⁄  for each 𝑛. By compactness of 𝑇, there is a 

subsequence such that 𝑇𝑥𝑘𝑛 → 𝑔 for some 𝑔. Then, ‖𝑄𝑛𝑇𝑥𝑘𝑛‖ ≤



17 
 

 

 
 

‖𝑄𝑘𝑛𝑔‖ + ‖𝑄𝑘𝑛(𝑔 − 𝑇𝑥𝑘𝑛)‖ ≤ ‖𝑄𝑘𝑛𝑔‖ + ‖𝑔 − 𝑇𝑥𝑘𝑛‖ (Since‖𝑄𝑘𝑛‖ =

1) and both the terms on the right hand side converge to zero, which is the 

desired contradiction. 

(iv) This follows from parts (ii) and (iii), and from the identity ‖𝑇‖ = ‖𝑇∗‖ for 

all  bounded linear transformation 𝑇                                                          ∎                     

Remark. 4.2.2 We note the following important theorem is a direct analogue of the 

spectral theorem for symmetric matrices. 

4.3 Spectral theorem for compact operators 

Theorem 4.3.1(𝑯𝒂𝒍𝒎𝒐𝒔 𝑷𝑹, 𝟏𝟗𝟖𝟐): Let 𝑇 be a compact selfadjoint operator on 

ℋ.Then there is an orthonormal basis 𝑒1, 𝑒2 ….of  ℋ consisting of eigenvalues of 𝑇. 

Thus 𝑇 𝑒𝑖 = 𝜆𝑖𝑒𝑖, and we have 

 𝜆𝑖 ∈ ℝ and 𝜆𝑖 → 0 as 𝑖 → ∞  we will consider the following steps. 

Proof  

(i) We start by showing that ‖𝑇‖ = 𝑠𝑢𝑝‖𝑥‖=1|〈𝑇𝑥, 𝑥〉|. 

To see this we use characterization, let 𝑀 = 𝑠𝑢𝑝{|〈𝑇𝑥, 𝑥〉|: ‖𝑥‖ = 1}. For 𝑥 ∈ ℋ with 

 ‖𝑥‖ = 1, 

|〈𝑇𝑥, 𝑥〉| ≤ ‖𝑇𝑥‖‖𝑥‖ ≤ ‖𝑇‖‖𝑥‖2 = ‖𝑇‖. This show that 𝑀 ≤ ‖𝑇‖ for all 𝑥 ∈ ℋ. 

 To prove 𝑀 ≥ ‖𝑇‖  we use selfadjointness of operator 𝑇, 

4𝑅𝑒〈𝑇𝑥, 𝑦〉 = (〈𝑇(𝑥 + 𝑦), 𝑥 + 𝑦〉 − 〈𝑇(𝑥 − 𝑦), 𝑥 − 𝑦〉). 

Then, we get 4|𝑅𝑒〈𝑇𝑥, 𝑦〉| ≤ 𝑀(‖𝑥 + 𝑦‖2 + ‖𝑥 − 𝑦‖2). 

And the ‘parallelogram law’ gives ‖𝑥 + 𝑦‖2 + ‖𝑥 − 𝑦‖2 = 2(‖𝑥‖2 + ‖𝑦‖2) = 4 

so|𝑅𝑒(𝑇𝑥, 𝑦)| ≤ 𝑀. Replacing 𝑦 by 𝑒𝑖𝜃y we can make |𝑅𝑒(𝑇𝑥, 𝑦)| = |(𝑇𝑥, 𝑦)| ≤ 𝑀  

hence ≥ ‖𝑇‖ . Thus the equality holds that is, ‖𝑇‖ = 𝑠𝑢𝑝‖𝑥‖=1|〈𝑇𝑥, 𝑥〉|. 
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(ii) For some eigenvector 𝑥 corresponding to operator 𝑇 we show that the 

quantity on the right hand side takes a maximum value. 

However for operator 𝑇 = 0, then in this case the theorem is trivial or |(𝑇𝑥, 𝑥)| > 0 

for all 

 𝑥 ∈ ℋ when ‖𝑥‖ = 1. And by substituting 𝑇 with −𝑇 we can assume that there 

exists 𝑥 with 〈𝑇𝑥, 𝑥〉 > 0 N.B by selfadjointness the numerical range is real. 

Considering the problem of maximizing 〈𝑇𝑥, 𝑥〉 for all 𝑥 ∈ ℋ has a sup 𝓊 = ‖𝑇‖ > 0 

this can take a sequence  

𝑥𝑛, 𝑥𝑛 = 1, with 〈𝑇𝑥, 𝑥〉 → 𝓊 then 

 ‖(𝑇 − 𝓊)𝑥𝑛‖ → 0. Squaring the left hand side of the equation and computing we 

have 

 0 ≤ ‖(𝑇 − 𝓊)𝑥𝑛‖2 = ‖𝑇𝑥𝑛‖2 − 2𝓊(𝑇𝑥𝑛, 𝑥𝑛) + 𝓊2 

                                                             ≤ 2𝓊(𝓊 − 〈𝑇𝑥𝑛, 𝑥𝑛〉) → 0. 

Hence the proof that 𝓊 = ‖𝑇‖ > 0. Exploiting the compactness of 𝑇: the sequence 

(𝑇𝑥𝑛) has a subsequence converging, say to 𝓊𝑥. Considering the subsequence we 

may assume that the sequence (𝑇𝑥𝑛) itself converges. Then 𝑥𝑛 converges to 𝑥, since 

‖𝑥𝑛 − 𝑥‖ ≤ 𝓊−1(‖(𝑇 − 𝓊)𝑥𝑛‖ + ‖𝑇𝑥𝑛 − 𝓊𝑥‖) → 0. By Continuity of  𝑇, 

𝑇𝑥 = 𝑙𝑖𝑚𝑛→0𝑇(𝑥𝑛) = 𝓊𝑥. Thus the eigenvector   𝑥 of 𝑇 exists. 

(iii) Eigenspaces of 𝑇 corresponding to distinct eigenvalues are orthogonal. 

If  𝑇𝑣 = 𝜆𝑣 and 𝑇𝑦 = 𝓊𝑦, then we have, 

(𝑣, 𝑦) = 𝜆−1(𝑇𝑣, 𝑦) = 𝜆−1(𝑣, 𝑇𝑦) = 𝓊𝜆−1(𝑣, 𝑦). So (𝑣, 𝑦) = 0 unless 𝜆 = 𝓊. 

(iv) The operator 𝑇 restricts to a compact self-adjoint operator 𝑇∕𝑉⊥ 

whenever 𝑉  is an eigenspace, or direct sum of eigenspaces.  

If selfadjoint operator 𝑇 preserves a subspace i.e. (𝑇𝑣) ∈ 𝑉 for all 𝑣 ∈ 𝑉, then it also 

preserves the orthogonal compliment, since 〈𝑇𝑥, 𝑣〉 = 〈𝑥, 𝑇𝑣〉. Thus the operator 𝑇 
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preserves each eigenspace and thus 𝑇 restrict to an operator on the orthogonal 

compliment of all spaces. 

(v) Thus the direct sum of eigenspaces must be the whole spaces.  

Lastly, it’s clear that the orthogonal compliment of all the eigenspaces must be the 

null space, or else by the above, the operator 𝑇 restricts to it and has eigenvector 

there.                                                                                                                                                            

                                                                                                                                                           ∎ 

4.4 The numerical range and spectral properties on compact operators 

In this subsection we start with an example to show that the numerical range of 

compact operator is not necessarily closed. 

Example 4.4.1: The numerical range of a compact operator isn’t always closed for 

instance 

 𝑊(𝑇) = (0,1], that is 0 ∈ 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅  but 0 ∉ 𝑊(𝑇).                                                       

Theorem 4.4.2(𝑫𝒆 𝑩𝒂𝒓𝒓𝒂, 𝒆𝒕 𝒂𝒍, 𝟏𝟗𝟕𝟐) . If 𝑇 is compact and 0 ∈ 𝑊(𝑇), then 

𝑊(𝑇) is closed. 

Proof:  

If 0 ∈ 𝑊(𝑇), then 〈𝑇𝑥, 𝑥〉 ∈ 𝑊(𝑇) for every unit vector 𝑥 reason if ‖𝑥‖ = 1 and  

0 ≤ 𝑡 ≤ 1 then  

〈𝑇(𝑡𝑥), 𝑥〉 = 𝑡〈𝑇𝑥, 𝑥〉 = 𝑡〈𝑇𝑥, 𝑥〉 + (1 − 𝑡). 0 ∈ 𝑊(𝑇) 

Next is to show that if compactness exist then the numerical range is continuous on 

bounded sets. If a sequence {𝑥𝑛} is bounded and weakly convergent to 𝑥, then 

 |〈𝑇𝑥𝑛, 𝑥𝑛〉 − 〈𝑇𝑥, 𝑥〉| ≤ |〈𝑇𝑥𝑛, 𝑥𝑛〉 − 〈𝑇𝑥, 𝑥𝑛〉| + |〈𝑇𝑥, 𝑥𝑛〉 − 〈𝑇𝑥, 𝑥〉| 

The first summand tends to 0 because {𝑇𝑥𝑛} is strongly convergent and the second 

summand tends to 0 becouse 𝑥𝑛 → 𝑥 weakly.                                                             ∎ 
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Theorem 4.4.3. Let 𝑇 ∈ ℬ(ℋ) be compact. Then 𝜎(𝑇) ⊂ 𝑊(𝑇) under any one of the 

following conditions  

(𝑖) 0 ∉ 𝜎(𝑇)  

(𝑖𝑖) 0 ∈ 𝑊(𝑇) 

Proof   

We first note that in general 𝜎(𝑇) ⊂  𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅ . However for  𝑇 compact, 0 ∉ 𝜎(𝑇) 

implies 𝜎𝑝(𝑇) = 𝜎(𝑇). Thus every non-zero element of 𝜎(𝑇) is an eigenvalue.  

But 𝜎𝑝(𝑇) ⊂ 𝑊(𝑇) 

(𝑖) Indeed if 𝜆 ≠ 0 ∈ 𝜎(𝑇) .Then 𝑇𝑥 = 𝜆𝑥 and thus for 𝑥 with ‖𝑥‖ = 1, 

𝑊(𝑇) = 〈𝑇𝑥, 𝑥〉 = 〈𝜆𝑥, 𝑥〉 = 𝜆〈𝑥, 𝑥〉 = 𝜆‖𝑥‖2 = 𝜆 i.e. 𝜆 ∈ 𝑊(𝑇) 

(𝑖𝑖) Now 0 ∈ 𝑊(𝑇) implies 𝑊(𝑇) is closed by theorem 4.4.2 above.  

Thus 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅ = 𝑊(𝑇) and hence 𝜎(𝑇) ⊆ 𝑊(𝑇).                                                                        

The following corollary is immediate                                                                          ∎ 

 

Corollary 4.4.4: 

Let 𝑇 ∈ ℬ(ℋ) be a compact operator then 𝜎(𝑇) and 𝑊(𝑇) are spectral sets under any 

of the conditions of theorem 4.4.3 above.                                                                     ∎ 

4.5. Numerical range of a product of compact operators 

Theorem 4.5.1: (𝑾𝒂𝒇𝒖𝒍𝒂, 𝑨 𝒂𝒏𝒅 𝑱. 𝑲𝒉𝒂𝒍𝒂𝒈𝒂𝒊, 𝟐𝟎𝟏𝟗) If  𝑇, 𝑆 ∈ ℬ(ℋ) are self-ad 

joint 𝜆 commuting operators then 𝑊(𝑇𝑆) and 𝑊(𝑆𝑇) are real. 

Proof: 

Let 𝓊 ∈ 𝑊(𝑇𝑆). Then 𝓊 = 〈𝑇𝑆𝑥, 𝑥〉 = 〈𝑆𝑥, 𝑇𝑥〉. But since 

 𝑊(𝑇𝑆) = 𝑊(𝜆𝑆𝑇) = 𝜆𝑊(𝑆𝑇), we must have that 

 𝜆〈𝑆𝑇𝑥, 𝑥〉 = 𝜆(𝑇𝑥, 𝑆𝑥) = 𝜆−〈𝑆𝑥, 𝑇𝑥〉 = 𝜆𝓊− = 𝓊. 

For 𝑇 and 𝑆 self adjoint 𝜆 = ±1 so that 𝓊 = ±𝓊−                                                   ∎ 
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Corollary 4.5.2: Let 𝑇, 𝑆 ∈ ℬ(ℋ) be such that 𝑇 is compact then we have: 

(𝑖) 0 ∉ 𝜎(𝑇𝑆) implies 𝜎(𝑇𝑆) ⊂ 𝑊(𝑇𝑆) 

(𝑖𝑖) 0 ∈ 𝑊(𝑇𝑆) implies 𝜎(𝑇𝑆) ⊂ 𝑊(𝑇𝑆) 

Proof   

(𝑖) We first note that  𝑇 is compact, implies 𝑇𝑆 is compact now by part (𝑖) of theorem 

4.4.3 above 𝜎(𝑇𝑆) = 𝜎𝑝(𝑇𝑆) ⊂ 𝑊(𝑇𝑆).  

(𝑖𝑖)Similarly by part (𝑖𝑖) of theorem 4.4.3 above we have 0 ∈ 𝑊(𝑇𝑆) implies 𝑊(𝑇𝑆) 

is closed. Hence 𝜎(𝑇𝑆) ⊂ 𝑊(𝑇𝑆) = 𝑊(𝑇𝑆).̅̅ ̅̅ ̅̅ ̅̅ ̅̅                                                               ∎ 

Corollary 4.5.3: Let 𝑇, 𝑆 ∈ ℬ(ℋ) be such that 𝑇 is compact if 0 ∉ 𝜎(𝑇𝑆) and 0 ∈

𝑊(𝑆𝑇) with either 𝑇 or 𝑆 invertible then we have that 𝜎(𝑇𝑆) = 𝜎(𝑆𝑇) ⊂ 𝑊(𝑇𝑆) and 

 𝜎(𝑇𝑆) = 𝜎(𝑆𝑇) ⊂ 𝑊(𝑆𝑇).  

Proof  

For definiteness we assume that 𝑇 is invertible then we have 𝑆𝑇 = 𝑇−1(𝑇𝑆)𝑇 which 

implies 𝑇𝑆 and 𝑆𝑇 are similar. Hence 𝜎(𝑇𝑆) = 𝜎(𝑆𝑇) .Thus by Corollary 4.5.2 

above we have 𝜎(𝑇𝑆) = 𝜎(𝑆𝑇) ⊂ 𝑊(𝑇𝑆) and 𝜎(𝑇𝑆) = 𝜎(𝑆𝑇) ⊂ 𝑊(𝑆𝑇).  

Remark 4.5.4.We note that for an operator 𝑇 we have that 𝑊(𝑇) is real does not 

necessarily imply 𝜎(𝑇) is also real. However in view of theorem 4.5.1  above we have 

the following result. 

Theorem 4.5.5: Let 𝑇, 𝑆 ∈ ℬ(ℋ) be self adjoint 𝜆 − commuting operators with 𝑇 

compact. If 

 0 ∉ 𝜎(𝑇𝑆) and 0 ∈ 𝑊(𝑆𝑇) then we have that 𝜎(𝑇𝑆) and 𝜎(𝑆𝑇) are real. 

Proof:   

We first note that since 𝑇 is compact both 𝑇𝑆 and 𝑆𝑇 are compact. By theorem 4.5.1 

above 𝑇 and 𝑆 are 𝜆 −commuting self adjoint operators implies 𝑊(𝑇𝑆) and 𝑊(𝑆𝑇) 

are real. 
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Now 0 ∉ 𝜎(𝑇𝑆) implies 𝜎(𝑇𝑆) = 𝜎𝑝(𝑇𝑆) ⊂ 𝑊(𝑇𝑆). Hence  𝜎(𝑇𝑆) is real. 

Also 0 ∈ 𝑊(𝑆𝑇) implies 𝑊(𝑆𝑇) = 𝑊(𝑆𝑇) ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  

Thus 𝜎(𝑆𝑇) ⊂ 𝑊(𝑆𝑇). Hence  𝜎(𝑆𝑇) is also real.                                                       ∎ 

Remark 4.5.6. 

We note that in theorem 3.2.5 above if the operator 𝑇 is compact then we can relax 

the condition 0 ∉ 𝑊(𝑇)̅̅ ̅̅ ̅̅ ̅̅  and still same proof carries through as the result shows 

below.  

Theorem 4.5.7: Let 𝑇 ∈ ℬ(ℋ) be compact such that 0 ∈ 𝑊(𝑇) and 0 ∉ 𝜎(𝑇). Then 

for any other operator 𝑆 we have 𝜎(𝑇−1𝑆) ⊂ 𝑊(𝑆)̅̅ ̅̅ ̅̅ ̅ − 𝑊(𝑇). 

Proof   

We first note that 0 ∉ 𝜎(𝑇) implies 𝑇−1 exists and the identity 

  𝑇−1𝑆 − 𝜆 = 𝑇−1(𝑆 − 𝜆𝑇) shows that if 𝜆 ∈ 𝜎(𝑇−1𝑆) then 0 ∈ 𝜎(𝑆 − 𝜆𝑇). Thus we 

have 

 0 ∈ 𝑊(𝑆 − 𝜆𝑇)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ ⊂ 𝑊(𝑆)̅̅ ̅̅ ̅̅ ̅ − 𝜆𝑊(𝑇).  

Thus 𝜆 ∈ 𝑊(𝑆)̅̅ ̅̅ ̅̅ ̅ − 𝑊(𝑇) .Hence 𝜎(𝑇−1𝑆) ⊂ 𝑊(𝑆)̅̅ ̅̅ ̅̅ ̅ − 𝑊(𝑇).                                    ∎ 

Corollary 4.5.8. If in theorem 4.5.7 above the operator 𝑆 is also compact with 0 ∈

𝑊(𝑇) then we have, 𝜎(𝑇−1𝑆) ⊂ 𝑊(𝑆) − 𝑊(𝑇) 

Proof  

In this case 0 ∈ 𝑊(𝑆) implies 𝑊(𝑆) is closed and hence (𝑆) = 𝑊(𝑆) ̅̅ ̅̅ ̅̅ ̅̅  . Hence the 

results follow.                                                                                                                                  

 ∎  
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CHAPTER FIVE 

THE INVARIANCE OF NUMERICAL RANGE UNDER PARTIAL 

ISOMETRIES 

5.1 Introduction  

The invariance of numerical range under partial isometries is seen in the subclasses 

whose inclusions is as follows  {𝑢𝑛𝑖𝑡𝑎𝑟𝑦} ⊂ {𝑖𝑠𝑜𝑚𝑒𝑡𝑟𝑦} ⊂ {𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝑖𝑠𝑜𝑚𝑒𝑡𝑟𝑦} and 

{𝑢𝑛𝑖𝑡𝑎𝑟𝑦} ⊂ {𝑐𝑜 − 𝑖𝑠𝑜𝑚𝑒𝑡𝑟𝑦} ⊂ {𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝑖𝑠𝑜𝑚𝑒𝑡𝑟𝑦} 

 

5.2 General Properties of Partial Isometries 

Theorem 5.2.1 (𝑻𝒂𝒌𝒂𝒚𝒖𝒌𝒊 𝑭𝒖𝒓𝒖𝒕𝒂, 𝟐𝟎𝟎𝟏). An operator 𝑇 is unitary on a Hilbert 

space ℋ if and only if 𝑇∗𝑇 = 𝑇𝑇∗ = 𝐼 

Proof: 

𝑇 if and only if it is unitary, it is an operator of isometry from ℋ onto ℋ, that is 

 𝑇∗𝑇 = 𝐼 for all 𝑥 ∈ ℋ, then ∃ 𝑦 ∈ ℋ such that 𝑇𝑦 = 𝑥 and 

 𝑇∗𝑥 = 𝑇∗𝑇𝑦 = 𝑦. Hence ‖𝑇∗𝑥‖ = ‖𝑦‖ = ‖𝑇𝑦‖ = ‖𝑥‖ .Thus 𝑇∗ is an isometry 

and  𝑇∗𝑇 = (𝑇∗)∗𝑇∗ = 𝐼 

Conversely if the operator 𝑇 is unitary that is 𝑇∗𝑇 = 𝑇𝑇∗ = 𝐼. Then 𝑇 is isometry and 

for any 𝑥 ∈ ℋ, 𝑥 = 𝑇𝑇∗𝑥 ∈ 𝑅(𝑇), where 𝑅(𝑇) means the range of 𝑇, so 𝑇 is an 

operator of isometry from ℋ onto ℋ.                                                                          ∎ 

Theorem 5.2.2(𝑻𝒂𝒌𝒂𝒚𝒖𝒌𝒊 𝑭𝒖𝒓𝒖𝒕𝒂, 𝟐𝟎𝟎𝟏). The operator 𝑇 on the Hilbert space is 

an isometry operator if and only if the  𝑇∗𝑇 = 𝐼.  

Proof: 

Since we have  𝑇 as an isometry then 〈𝑇∗𝑇𝑥, 𝑥〉 = 〈𝑇𝑥, 𝑇𝑥〉 = 〈𝑥, 𝑥〉 for all 𝑥 ∈ ℋ and 

thus 𝑇∗𝑇 = 𝐼 .Conversely if 𝑇∗𝑇 = 𝐼 then it implies that, 
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 ‖𝑇𝑥‖2 = 〈𝑇∗𝑇𝑥, 𝑥〉 = 〈𝑥, 𝑥〉 = ‖𝑥‖2 = 𝐼. Hence the operator 𝑇 is an isometry. 

Theorem 5.2.3 (𝑻𝒂𝒌𝒂𝒚𝒖𝒌𝒊 𝑭𝒖𝒓𝒖𝒕𝒂, 𝟐𝟎𝟎𝟏): Let 𝑇 be an operator of partial 

isometry on a Hilbert space, 𝑀 an initial space and 𝑁 final space, then the following 

statements hold. 

Proof: 

(𝑎) 𝑇𝑃𝑀 = 𝑇 and 𝑇∗𝑇 = 𝑃𝑚 for all 𝑥 ∈ ℋ, let 𝑥 = 𝑃𝑀𝑥⨁𝑧 for 𝑧 ∈ 𝑀⊥, and 

 𝑇𝑥 = 𝑇𝑃𝑀𝑥⨁𝑇𝑧 = 𝑇𝑃𝑀 Since 𝑇𝑧 = 0. 

 Hence 𝑇 = 𝑇𝑃𝑀 . As 〈𝑇𝑥, 𝑇𝑦〉 = 〈𝑥, 𝑦〉 for 𝑥, 𝑦 ∈ 𝑀 and 𝑃𝑀𝑥, 𝑃𝑀𝑦 ∈ 𝑀 for all  

𝑥, 𝑦 ∈ ℋ. 

 〈𝑇∗𝑇𝑥, 𝑦〉 = 〈𝑇𝑥, 𝑇𝑦〉 = 〈𝑇𝑃𝑀𝑥, 𝑇𝑃𝑀𝑦〉 = 〈𝑃𝑀𝑥, 𝑃𝑀𝑦〉 = 〈𝑃𝑀𝑥, 𝑦〉. 

Hence 𝑇∗𝑇 = 𝑃𝑀. 

(𝑏) 𝑁 is closed subspace of ℋ since 𝑁 = 𝑅(𝑇) = 𝑇𝑅(𝑃𝑀) = 𝑇𝑀, for all 𝑥 ∈ 𝑁̅, there 

exists a sequence {𝑦𝑛} ⊂ 𝑀 such that 𝑇𝑦𝑛 → 𝑥 and 

 ‖𝑦𝑚 − 𝑦𝑛‖ = ‖𝑇𝑦𝑚 − 𝑇𝑦𝑛‖ → 0 as 𝑚, 𝑛 → ∞ hence by completeness of Hilbert 

space, ∃ 𝑦 ∈ ℋ such that 𝑦𝑛 → 𝑦, and 𝑇𝑦𝑛 → 𝑇𝑦 implies 𝑥 = 𝑇𝑦 ∈ 𝑁, thus 𝑁̅ = 𝑁 

(𝑐) With the initial space 𝑁, 𝑇∗ is a partial isometry with final space 𝑀, is 𝑇∗𝑃𝑁 = 𝑇∗ 

and      𝑇𝑇∗ = 𝑃𝑁 

For all 𝑥 ∈ 𝑁 there exist 𝑦 ∈ 𝑀 such that 𝑇𝑦 = 𝑥 and ‖𝑥‖ = ‖𝑦‖, and 

 𝑇∗𝑥 = 𝑇∗𝑥 = 𝑇∗𝑇𝑦 = 𝑃𝑚𝑦 = 𝑦, so that ‖𝑇∗𝑥‖ = ‖𝑥‖ for all𝑥 ∈ 𝑁⊥.  

Since 𝑇𝑦 ∈ 𝑁 for any 𝑦 ∈ ℋ, so that 𝑇∗𝑥 = 0.Thus 𝑇∗ is a partial with initial space 𝑁 

and the final space 𝑀 because, 

 𝑅(𝑇∗) = 𝑇∗𝑁 = 𝑇∗𝑅(𝑇) = 𝑇∗𝑇ℋ = 𝑃𝑚ℋ = 𝑀.  

𝑇∗𝑃𝑁 = 𝑇∗ and 𝑇𝑇∗ = 𝑃𝑁 follow from (𝑎) by substituting 𝑇 by 𝑇∗ and 𝑀 by 𝑁.       ∎ 
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THEOREM 5.2.4 (𝑻𝒂𝒌𝒂𝒚𝒖𝒌𝒊 𝑭𝒖𝒓𝒖𝒕𝒂, 𝟐𝟎𝟎𝟏). Let 𝑇 ∈ ℬ(ℋ).Then the following 

are equivalent statements. 

(a) 𝑇 is a partial isometry operator 

(b) 𝑇𝑇∗𝑇 = 𝑇 

(c) 𝑇∗𝑇  is a projection operator. 

Proof: 

(𝑎) ⟹ (𝑏): Since we have 𝑇𝑃𝑀 = 𝑇 and 𝑇∗𝑇 = 𝑃𝑚 then we have, 

 𝑇𝑇∗𝑇 =  𝑇𝑃𝑀 = 𝑇  

(𝑏) ⟹ (𝑐): Multiplying 𝑇∗ on both side of (b) we have 𝑇∗𝑇𝑇∗𝑇 = 𝑇∗𝑇 and by (b) 

then 𝑇∗𝑇 is a projection operator  

(𝑐) ⇒ (𝑎): Let 𝑇∗𝑇 = 𝑃𝑀 for all 𝑥 ∈ ℋ then, 

 ‖𝑇𝑥‖2 = 〈𝑇∗𝑇𝑥, 𝑥〉 = 〈𝑃𝑀𝑥, 𝑥〉 = ‖𝑃𝑀𝑥‖2 thus ‖𝑇𝑥‖ = ‖𝑥‖ for all 𝑥 ∈ 𝑀 and 

𝑇𝑥 = 0 for all 𝑥 ∈ 𝑀⊥.Hence evidence of the equivalence relation between (a), 

(b) and (c) holds.                                                                                                   ∎ 

Proposition 5.2.5. (𝑱𝒐𝒆𝒍 𝑯 𝑺𝒉𝒂𝒑𝒊𝒓𝒐, 𝟐𝟎𝟎𝟒). For any operator 𝑇 ∈ ℬ(ℋ), 𝑊(𝑇) 

is invariant under unitary similarity 

Proof: 

If 𝑆 ∈ ℬ(ℋ) is unitary that is 𝑆𝑆∗ = 𝑆∗𝑆 = 𝐼 .this means ‖𝑆‖ = 1 and 𝑆∗ = 𝑆−1, 

then we have 〈𝑆∗𝑇𝑆𝑥, 𝑥〉 = 〈𝑇𝑆𝑥, 𝑆𝑥〉, 𝑆𝑥 is a unit vector norm and hence, 

 〈𝑆𝑥, 𝑆𝑥〉 = 〈𝑆𝑆∗𝑥, 𝑥〉 = 〈𝑥, 𝑥〉 = 𝐼, we have our results as 

 𝑊(𝑇) = 〈𝑇𝑆𝑥, 𝑆𝑥〉 = 〈𝑆∗𝑇𝑆𝑥, 𝑥〉 = 𝑊(𝑆∗𝑇𝑆)                                                     ∎                                     
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Proposition 5.2.6 (𝑴 . 𝑵𝒆𝒘𝒎𝒂𝒏, 𝟏𝟗𝟖𝟐). For any operator 𝑇 ∈ ℬ(ℋ) the 

numerical radius is invariant under unitary similarity. Thus any unitary operator S, 

we have that, 𝓌(𝑆∗𝑇𝑆) =  𝓌(𝑇) 

Proof:  

For all unit vectors 𝑥 ∈ ℋ we have that, 

 𝓌(𝑆∗𝑇𝑆) = 𝑠𝑢𝑝|(𝑆∗𝑇𝑆𝑥, 𝑥: ‖𝑥‖ = 1)| 

                  = 𝑠𝑢𝑝|(𝑇𝑆𝑥, 𝑆𝑥: ‖𝑥‖ = 1)|. For 〈𝑆𝑥, 𝑆𝑥〉 = 〈𝑥, 𝑥〉 = 1 

      We have sup|(𝑇𝑥, 𝑥: ‖𝑥‖ = 1)|. Hence 𝓌(𝑇) =sup|(𝑇𝑥, 𝑥: ‖𝑥‖ = 1)|. 

Thus we conclude that 𝓌(𝑆∗𝑇𝑆) =  𝓌(𝑇).                                                           ∎ 

Remark 5.2.7. Since the numerical radius is invariant under unitary operator and 

we know that 𝔯(𝑇) ≤  𝓌(𝑇) which is a result of 𝜎(𝑇) ⊂ 𝑊(𝑇) then the spectral 

radius will also be invariant under the same unitary operator. 

Proposition 5.2.𝟖(𝑴 . 𝑵𝒆𝒘𝒎𝒂𝒏, 𝟏𝟗𝟖𝟐):  For any operator 𝑇 ∈ ℬ(ℋ) the 

spectral radius is invariant under unitary similarity. Thus for any unitary 

operator 𝑆, we have that, 𝔯(𝑆∗𝑇𝑆) =  𝔯(𝑇)       

Proof:  

 For all unit vectors 𝑦 ∈ ℋ we have that 

 𝔯(𝑆∗𝑇𝑆) = 𝑠𝑢𝑝{〈𝑆∗𝑇𝑆𝑦, 𝑦: ‖𝑦‖ = 1〉} = 𝑠𝑢𝑝{|𝜆|: 𝜆 ∈ 𝜎(𝑇) 𝑓𝑜𝑟 (𝜆𝐼 − 𝑇) ≠ 0} 

                                                                  = 𝑠𝑢𝑝{𝑇𝑆𝑦, 𝑆𝑦: ‖𝑦‖ = 1}.  

For 〈𝑆𝑦, 𝑆𝑦〉 = 〈𝑦, 𝑦〉 = 1 = 𝑠𝑢𝑝{𝑇𝑦, 𝑦} = 𝔯(𝑇) = 𝑠𝑢𝑝{|𝜆|: 𝜆 ∈ 𝜎(𝑇)}.      

Thus (𝑆∗𝑇𝑆) =  𝔯(𝑇). 

Hence the spectral radius is invariant under unitary operator 𝑆                             ∎                                                                                                      

 

 



27 
 

 

 
 

5.3 Invariance of numerical range of subclasses of partial isometries 

In this subsection we deal mainly with isometries and co isometries since the case of 

unitary operators has already been covered in subsection 5.2. 

Lemma 5.3.1: Let an operator S be an isometry, then for each unit vector 𝑥 we have 

  ‖𝑆𝑥‖ = 1. 

Proof: 

If a unit vector 𝑥 is of the form 𝑆𝑥 then, ‖𝑆𝑥‖2 = 〈𝑆𝑥, 𝑆𝑥〉 = 〈𝑥, 𝑆∗𝑆𝑥〉 . 

 But 𝑆∗𝑆 = 1 = 〈𝑥, 𝑥〉.Since‖𝑥‖2 = 1        ∎                                                                         

 Theorem 5.3.2. (𝑾𝒂𝒇𝒖𝒍𝒂, 𝑨 𝒂𝒏𝒅 𝑱. 𝑲𝒉𝒂𝒍𝒂𝒈𝒂𝒊, 𝟐𝟎𝟏𝟎): Let 𝑇 ∈ ℬ(ℋ) and 𝑆 an 

isometry, then 𝑊(𝑆∗𝑇𝑆) ⊂ 𝑊(𝑇) 

Proof  

Suppose 𝜆 ∈  𝑊(𝑆∗𝑇𝑆), then we have  𝜆 = 〈𝑆∗𝑇𝑆𝑥, 𝑥〉 for all unit vector 𝑥 =

(𝑇𝑆𝑥, 𝑆𝑥). Thus ‖𝐴𝑥‖2 = 〈𝑇𝑆𝑥, 𝑆𝑥〉 = 〈𝑥, 𝑆∗𝑆〉 = 〈𝑥, 𝑥〉 = 1. Hence 𝜆  belongs to 

𝑊(𝑇).                                                                                                                            ∎                                                                    

Theorem 5.3.3. (𝑾𝒂𝒇𝒖𝒍𝒂, 𝑨 𝒂𝒏𝒅 𝑱. 𝑲𝒉𝒂𝒍𝒂𝒈𝒂𝒊, 𝟐𝟎𝟏𝟎). If 𝑆 is an isometry and 

every unit vector of ℋ is of the form 𝑆𝑥, then 

𝑊(𝑆∗𝑇𝑆) = 𝑊(𝑇) for any bounded operators 𝑇  on ℋ. 

Proof 

Suppose 𝜆 ∈ 𝑊(𝑇) and 𝜆 = 〈𝑇𝑥, 𝑥〉 for all unit vectors 𝑥 in ℋ = 〈𝑇𝑆𝑦; 𝑆𝑦〉 for some 

unit vector 𝑦 in ℋ = 〈𝑆∗𝑇𝑆𝑥, 𝑥〉 ∈  𝑊(𝑆∗𝑇𝑆). Hence the results, 

 𝑊(𝑇) ∈ 𝑊(𝑆∗𝑇𝑆) is achieved. Thus from previous theorem, we have that 

 𝑊(𝑆∗𝑇𝑆) = 𝑊(𝑇).                                                                                                      ∎ 
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Corollary 5.3.4. (𝑾𝒂𝒇𝒖𝒍𝒂, 𝑨 𝒂𝒏𝒅 𝑱. 𝑲𝒉𝒂𝒍𝒂𝒈𝒂𝒊, 𝟐𝟎𝟏𝟎). If 𝑆 is a co-isometry such 

that each unit vector is of the form 𝑆𝑥 for some 𝑥 ∈ ℋ,  then for any bounded 

operator 𝑇, we have that 𝑊(𝑆𝑇𝑆∗) = 𝑊(𝑇).                                                         ∎ 

Theorem 5.3.5. (𝑾𝒂𝒇𝒖𝒍𝒂, 𝑨 𝒂𝒏𝒅 𝑱. 𝑲𝒉𝒂𝒍𝒂𝒈𝒂𝒊, 𝟐𝟎𝟏𝟎). If a partial isometry 𝑆 is 

either injective or has a dense range and each unit vector is of the form 𝑆𝑥, then 

𝑊(𝑆∗𝑇𝑆) = 𝑊(𝑇) or 𝑊(𝑆𝑇𝑆∗) = 𝑊(𝑇) for all bounded operators 𝑇 

Proof  

Assuming that an operator 𝑆 is partial isometry then 𝑆𝑆∗𝑆 = 𝑆,then have 

 𝑆 = 𝑆𝑆∗𝑆 ⟺ 𝑆 − 𝑆𝑆∗𝑆 = 0 ⟺ 𝑆(𝐼 − 𝑆∗𝑆) = 0 but since 𝑆 ≠ 0 we have; 

(𝐼 − 𝑆𝑆∗) = 0.If 𝑆 is one-one then, 

𝐼 − 𝑆∗𝑆 = 0 ⟺ 𝑆∗𝑆 = 𝐼. Hence S is an isometry  

If S has a dense range 𝐼 − 𝑆𝑆∗ = 0 ⟺ 𝑆𝑆∗ = 𝐼 then S is co-isometry.                      ∎ 

5.4 Numerical range of product of partial isometries 

Lemma 5.4.1 (𝑲𝒂𝒓𝒍 𝑮𝒖𝒔𝒕𝒂𝒇𝒔𝒐𝒏 𝒂𝒏𝒅 𝑲. 𝑴 𝑹𝒂𝒐, 𝟏𝟗𝟗𝟓). Let 𝑇 ∈ ℬ(ℋ) and 𝑆 be 

an isometry such that 𝑆𝑇 = 𝑇𝑆. Then 𝓌(𝑆𝑇) ≤ 𝓌(𝑇) 

Proof: 

Let 𝑆∗𝑆 = 𝐼 and 〈𝑆𝑇𝑥, 𝑥〉 = 〈𝑆∗𝑆𝑇𝑥, 𝑥〉 = 〈𝑇𝑆𝑥, 𝑆𝑥〉. Considering the restriction to the 

range of operator 𝑆 which is closed, we notice that on the range of 𝑆, 𝑆 is unitary, 

because 𝑆∗𝑆 = 𝐼 and for all 𝑥 = 𝑆𝑔 ∈ 𝑅(𝑆), we have, 

 𝑆𝑆∗𝑥 = 𝑆𝑆∗𝑆𝑔 = 𝑆𝑔 = 𝑥. So 𝑆𝑆∗ = 𝐼 on 𝑅(𝑆). Since 𝑆 is unitary on 𝑅(𝑆), we 

conclude that 𝓌(𝑆𝑇) ≤ 𝓌(𝑇) on 𝑅(𝑆)                                                                       ∎ 
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Corollary 5.4.2 (𝑲𝒂𝒓𝒍 𝑮𝒖𝒔𝒕𝒂𝒇𝒔𝒐𝒏 𝒂𝒏𝒅 𝑲. 𝑴 𝑹𝒂𝒐, 𝟏𝟗𝟗𝟓). Let 𝑆 be a unitary 

operator that commutes with another operator 𝑇.Then 

 𝓌(𝑆𝑇) ≤ 𝓌(𝑇). 

Proof: 

This follows trivially from lemma 5.4.1 above since every unitary operator is an 

isometry.                                                                                                                        ∎ 
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CHAPTER SIX 

SUMMARY AND RECOMMENDATION 

6.1 Summary  

The aim of this research was to determine the location of numerical range and its role 

on properties of some specific classes of operators, the first chapter covered 

background information, definitions and statement of the problem, the second chapter 

reviewed the literature related to the study.  However the main results were obtained 

from the classes of operators   which have been covered from the third chapter 

onwards. 

In chapter three the study covered some general properties of numerical range of 

operators, in which the main results were containment of the point spectrum in the 

numerical range that is in lemma 3.2.2, the containment of the spectrum in the closure 

of the numerical range in theorem 3.2.3 and an extension to the theorem 3.2.3 where 

the spectra of product of an invertible operator with any other operator is contained in 

closure of the difference of their numerical ranges that is in theorem 3.2.5. The study 

further investigated the behavior of the numerical range of projection operators, self 

adjoint operators and normal operators in which all their numerical ranges lied on the 

real axis, their results are stated in theorem 3..3.1, theorem 3.3.3, theorem 3.3.5, 

respectively. 

The spectral properties of compact operators in chapter four theorem 4.3.2 discusses 

the existence of an orthonormal basis which consists of eigenvalues for compact self 

adjoint operators. In theorem 4.4.2 whenever 0 ∈ 𝑊(𝑇) then the numerical range is 

closed. In this study in theorem 4.4.3 the spectrum of a compact operator is contained 

in the numerical range of the operator unlike the condition given in theorem 3.2.3, the 

study further showed that the spectra of   products of a compact operator in theorem 
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4..5.7 is contained in the difference of the closure of numerical range and the 

spectrum of compact operator is contained in the numerical range. 

In chapter five proposition 5.2.5 shows the numerical range of a bounded linear 

operator is invariant under unitary similarity, theorem 5.3.10 and theorem 5.3.11 

shows that the numerical range of a bounded linear operator is invariant under an 

isometry operator. 

Thus, the main results of the numerical range of the specific classes of operators has 

been obtained in this study and are in accordance to the stated objectives. 

 

6.2 Recommendation  

The recommendation for further studies are as follows. 

(i) In chapter three it is a regret that the location of the numerical range of 

subclasses of spectroloid operators has been limited to projections, 

selfadjoint operators and normal operators but for normaloid operators and 

spectroloid operators the location   is not yet exploited.  

(ii) In chapter four the location of the numerical range of product of compact 

operators have been identified only where they are 𝜆 commuting, while the 

location of the numerical range of compact operator itself  is not yet 

identified. This requires further investigation. 

(iii) In chapter five the location of the numerical range of unitary operator has 

been identified, while that of isometry and partial isometry is not well 

shown. Further studies are required on invariance of numerical range for 

some classes of operators.  
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(iv) In this thesis we have carried out the study as stated above on three classes 

of operators namely spectroloid, compact and partial isometries. Further 

studies can be undertaken using different sets of classes of operators.  
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