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ABSTRACT

Cesium Iodide is one of the fastest scintillators with a very short decay time of 16ns.
This has made the material to attract a lot of attention in research and imaging industry
especially regarding how to make it a better scintillator as well as a detector. In spite of its
obvious uses, some of its properties are not well understood. In this study, the structural
and electronic properties have been studied using DFT and GW methods. Calculations
using ab-initio methods together with defect formation energies and migration energies
have been done for both cationic and anionic defects. The calculated lattice parameter
of 4.551 Å agree well with experimental value of 4.567 Å which is a deviation of only
-0.35 %. A direct band gap through gamma high symmetry direction of pristine CsI was
calculated as 3.71 eV which is an underestimation of ≈ 40% of the experimental value of
6.2 eV. GW method resulted in an improvement of the band gap to a value of 5.5 eV which
is 11.29% below the experimental value. The presence of lattice defects in CsI crystal led
to a significant change in the bonding environment of the crystal. However, this led to
a downward bending of the CB edge by 0.02 eV which is insignificant, resulting to an
effective band gap of 3.69 eV. Defect formation energies were studied too. It was found
out that the interstitial formation energies for cation and anion were 0.4325 eV and 0.30
eV, respectively. Vacancy formation energies were 0.25 eV and 0.16 eV for the cation
and anion, respectively. While Frenkel defect energies were also determined at infinite
distances as 0.21 eV and 0.16 eV for cation and anion, respectively. The migration paths
for vacancies have also been studied. In particular, anion migration energy is easiest
in the VI < 100 > at -1.5050 eV while in the other low index directions VI < 110 >
and VI < 111 > were calculated as -1.5048 eV and -1.5049 eV, respectively. Cation
migration energy was also easiest in the VI < 100 > at -1.5254 eV and in the other low
index directions VI < 110 > and VI < 111 > were calculated as -1.5253 eV and -1.5252
eV, respectively.
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ONECHAPTER

INTRODUCTION

 1.1 Background
Cesium Iodide (CsI) falls in the group of compounds referred to as alkali halide crystals.

Generally, halides constitute a large family of crystals with good scintillating proper-

ties (Wei, et.al., 2004). CsI crystallizes at room temperature into simple cubic structure.

Below 420K, CsI crystallizes in a Zinc blende structure while it crystallizes in a wurzite

structure at 420K. Above 420k, it crystallizes in a body-centered cubic structure (Bernard,

1947). Other compounds with the same structure are Aluminium cobalt, Mercury Zianide,

Beryllium copper and Magnesium Chloride (Wheeler, 1923). Unlike CsI, KI crystallizes

in sodium chloride structure while AgI crystallizes depending on its temperature.

CsI has a high γ -ray stopping power due to its relative atomic density and atomic

number making it quite useful in gamma ray detectors. It is also resistant to thermal and

mechanical shock (Ying, et.al., 2009). The crystal can slightly absorb water vapour from

the atmosphere and has a very short decay time (16ns), making it suitable for fast timing

applications (Nagarkar, et.al., 1998).

CsI is relatively soft, it does not cleave and can withstand rapid temperature changes.

Previous works on doped and undoped alkali halide crystals (Steven, 1998) have not

considered extensively the effects of defects in crystals especially CsI. The clarification of

these drawbacks to a great extent relies on carrying out systematic ab-initio calculations.

In this study, a quantum mechanical approach on electronic structure i.e, (band structure

and density of states), defect formation and migration energies are carried out with a view

to addressing some of the key properties of CsI with different defects.

 1.2 Scintillation
As radiation interacts with matter, it looses energy by ionizing or exciting matter. How-

ever, only a few materials have the right properties to allow the collection of the primary

ionization from atomic radiation through electronic transition.
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If the ionization is not preserved and collected, the electron or positive ion pairs are

expected to recombine eventually. During this recombination, the energy used to separate

the charges will be re-emitted to the surroundings as lattice vibrations and heat. Occa-

sionally, a triplet electronic excited state is populated and the energy from such states is

released as visible photons. This emission is known as atomic or molecular fluorescence.

If this emission is caused by exciting radiation (visible light), it is called scintillation.

The wavelengths of the fluorescent photons from the excited states are characteristic of

the material and range from UV to red colour. These visible, secondary photons can be

easily detected and amplified with photo multiplier tube. The details of the scintillation

process depends very much on the molecular structure of the scintillator, which can easily

be affected by the presence of defects.

A scintillation detector is a device that consists of a scintillator and a light detector

usually a photo multiplier tube (PMT) (see figure 1.1).

Figure 1.1: Scintillation process (Vladimir, 2007).

Scintillation detectors are used to detect nuclear radiations for instance in nuclear

medicine and other applications. The role of a scintillator is to convert the energy that

the ionizing radiation has lost into pulses of light. This relies to a great extend on the

material’s band structure.
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1.3 Detectors

In a radiation detector, a fraction of the energy deposited by the primary radiation in the

detector is converted to light, which in turn, is converted into an electrical signal. The

process is divided into three processes as mentioned below

1. Scintillation process itself (energy to light).

2. Collection of light.

3. Multiplication of the electrons to make a macroscopic signal.

When an energetic electron passes through the crystal, it may raise valence electrons

from the valence band to the conduction band. The vacancy in the valence band resulting

from this ionization is called a ”hole”, in the valence band. The electron in the conduction

band and the hole in the valence band can migrate independently through the crystal.

These have the best light output and linearity. They typically consist of high Z components

meaning they have a high density, therefore favoring detection of γ-rays.

1.4 Scintillator key parameters

Key parameters required in a scintillator are high density (resulting in high stopping

power), good light yield and with quick decay time. They should be cost effective with

high effective atomic number (Glenn, 2010) and transparent enough for emitted light to

reach the detector.

1.5 Statement of the problem

There is much literature of both experimental and theoretical work of the fluorite struc-

tured alkali halides such as Sodium Iodide (NaI) and Rubidium Iodide (RbI). However,

there is little information on both experimental and theoretical work of simple cubic struc-

tured halides such as CsI. Previous work has not done much to understand properties of

CsI in the presence of point defects. There is therefore a need to perform studies to better

understand the properties of CsI in the presence of defects.
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1.6 Significance of the Study

CsI is one of the alkali halides with high density and high γ -ray stopping power making it

quite useful in radiation detection, high energy physics, safety inspection and geological

explorations and hence its study is essential. The material is relatively soft, it does not

cleave and can withstand rapid temperature changes making it suitable for design of cell

windows and as a radiation detector. This study investigated defect formation and migra-

tion energies of CsI so as to bring a clear understanding of the energy necessary for the

formation of these defects and how they influence CsI as a detector material.

1.7 Objectives

The overall objective was the study of structural and electronic properties as well as for-

mation energies in CsI upon the introduction of intrinsic point defects, with the following

specific objectives:

1. To calculate the structural properties of CsI using density functional theory.

2. To calculate the band structure and density of states of pure and defective CsI.

3. To calculate the formation energies of intrinsic point defects in CsI.

4. To determine the migration path energies for cations and anions in CsI from ab-

initio methods and to calculate the migration energies in low index migration paths.
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WOTCHAPTER

LITERATURE REVIEW

2.1 Introduction

The study of CsI dates back to 1968 (Yositaka, 1968) when the material was found to

posses superior scintillating properties as compared to other akali halides such as NaI.

It was however the work of Ribeiro et al (Ribeiro, et.al., 2006) regarding the bulk and

surfaces properties of CsI in 2006, that has rekindled greater attention on alkali halides

especially their scintillation properties. Ribeiro and co-workers showed from their theo-

retical calculations that the crystal lattice constant, a0 of CsI was 4.635 Å, a value which

was 1.49 % off the experimental value of 4.567 Å, while the bulk modulus was 12.21

GPa, only 2.14 % off the experimental value of 11.9 GPa. Their calculated band gap of

3.9 eV was 63 % lower than the experimental value of 6.2 eV.

Other researchers have studied CsI as a photocathode (Carlos & Carl, 2007) where

they calculated a band gap of 3.56 eV for CsI as compared to the experimental value of

6.2 eV. Their value was even lower than that of Ribeiro et al mentioned earlier. Amolo,

GO. et.al., 2006 studied proton bombardment of CsI and reported that structural aspects

influence the primary excitonic defect production mechanism and the resulting defects.

The work employed high radiation flux γ -ray doses and showed the presence of I−3 ag-

gregates. These workers were able to investigate experimentally both optical and raman

spectroscopy of defect growth and annealing studies of alkali halides for the first time.

Kun-Dar, Li.(2008) et. al worked on theoretical study of the defect formation (va-

cancies, interstitials and Frenkel pairs) energy, and vacancy migration energy in Calcium

Fluoride (CaF2) where they observed cation and anion vacancy formation energies of

13.75 eV and 8.34 eV, respectively. The study found out that for cation, the second near-

est neighbour Frenkel defects were stable and the defect formation energy was estimated

to be 9.3 eV, while the third nearest neighbour Frenkel defect for Anion were stable and

the formation energy was only 2.49 eV. They concluded that migration energy of cation

vacancy in the < 110 > direction of 3.93 eV was lower than that of < 100 > of 4.62
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eV. This study found that migration energy of cation vacancy in the < 110 > direction of

-1.5253 eV which was also lower than of < 100 > direction of -1.5254 eV. Both studies

suggested that the < 110 > direction was the most likely path for Cation vacancies to

migrate.

Annika and Packham (2014) have studied various inorganic scintillators such as CsI

in comparison to organic scintillators. In their work they were able to report that the

intensity, I,

I = Ioexp(−µd); (2.1)

of mono energetic beam of γ-rays is reduced after entering the scintillator thickness, d

(Kurt, E., et.al., 2007) where the total linear attenuation coefficient µ is the sum of all

interaction cross sections associated with the three basic processes of interaction between

high-energy photon and matter namely, photoelectric effect, Compton interaction and pair

production. The total attenuation coefficient as a function of energy can be compared be-

tween inorganic and organic scintillator materials as shown in Figure 2.1 which indicates

Figure 2.1: Total attenuation coefficients for three different scintillator materi-
als(Hubbell & Seltzer, 2004).
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quite clearly a high stopping power (greater attenuation length) for inorganic scintillator

materials compared to organic ones. Scintillators such as CsI are insulators since they

have a wide energy gap of 3.7 eV between the valence and conduction bands (Martin,

2005) as compared to the work of Ribeiro et al whose band gap was 3.9 eV who also used

inorganic scintillator.

In this gap, Luminescence points/centers are found. The efficiency, η of inorganic

scintillators can be approximated as,

η =
Es

Ei
; (2.2)

where Es- Total energy of scintillation photons.

Ei- Energy deposited by the incident radiation.

The average amount of photons produced by every electron-hole pair depends on the

transfer efficiency and light collection efficiency of the luminescence process in each

scintillator. The energy efficiency ηenergy is the combined efficiency of these two;

ηenergy =
α

β
.
hνm

Eg
; (2.3)

where α -Average number of photons produced.

β - Numerical coefficient of the scintillator. For ionic crystals, β ranges between 1.5 and

2.0.

hνm- Maximum energy of the emission spectrum and

Eg- Band gap width of the crystal.

2.2 Optical, structural and electrical properties of CsI

The crystal lattice of CsI (CsCl-type) takes a simple cubic structure when grown from

the vapour phase on an appropriate single crystal substrate (Hirai, et.al., 1998). CsI has a

refractive index of 1.95 and photo-luminescence in the range of 310 nm to 420 nm with

a light yield of 3.6 (Rihua, et.al., 2007). As compared to other detectors, CsI has high

quantum efficiency arising from a lower electron affinity and large electron escape length.
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It has relatively high stability to ambient air and gas environments. The X-ray diffraction

(XRD) patterns by sol-gel method shows an intense peak at 2 Θ of about 27.6o which

corresponds to the (110) preferred orientation of CsI and the evaporated film shows a

(200) preferred crystallographic orientation. CsI films are opaque in the spectral range

190 to 225 nm, while in the spectral range 225 to 900 nm the films are transparent, with

transmittance of over 80 % (Rihua, et.al., 2007).

The atomic number of Cs is 55 and that of I is 53 which means Cs+ has 54 electrons

and I− also has 54 electrons too. The ionic radius of Cesium is 1.81 Å while that of

iodine is 2.06 Å (Itaru, et.al., 2011). Thus, electronically the ions are identical and their

scattering factors are similar. The diffraction pattern of CsI derives only from planes

whose indice’s sum is even (Jan, 2004), since the intensity of those planes whose indice’s

sum is odd is zero. Cesium Iodide is an insulator with high vapor pressure. When added

to a mercury-free ultraviolet emitting metal halide lamp, there is reduction in temperature

distribution inside the tube by restricting arc constriction due to ionization and dispersion

effect. With respect to electric properties, potential gradient decreases as CsI is added and

the amount of decrease in the potential gradient becomes larger as the amount of CsI is

increased. This is due to the fact that CsI is an alkali halide crystal metal which is easy to

ionize even on the arc wall, causing the arc to disperse (Bing, et.al., 2009).

2.3 Point defects and defect migration

The conductivity of insulators is caused by the drift of ions. Although their drifts are

smaller than in liquid phase, the ions are able to diffuse from site to site through the

lattice. This drift is due to thermally created lattice defects (Arthur, 2002). The ionic

conductivity, σ is given as;

σion = Nioneϕion, (2.4)

where Nion is the number of ions per unit volume that change their position , ϕion is

the mobility of these ions and e is the charge of the ion. Nion depends on the vacancy

concentration in the crystal (i.e., on the number of Schottky defects). The most common

point defects are anion-Frenkel pairs i.e. anion vacancies and interstitial anions in the
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cube-centre sites, with ionic transport occurring via the migration of the defects (Harry&

Bishop, 2011). At temperatures just below melting point, Tm, the insulators exhibit a

broad specific heat anomaly which passes through a maximum at a temperature, Tc. Ionic

conductivity, σ , increases with temperature which in turn is increased by the presence

of Schottky defects. For Schottky defects, vacancies allow other atoms to easily diffuse

through them. Less energy is required to move the electrons and in the process, the

vacancies migrate in the opposite direction.

This type of diffusion is an important property that helps in understanding whether it

is possible that the defect can be incorporated during growth or processing. It also helps

in the understanding of impurity diffusion, which is always mediated by native defects

(Istratov & Weber, 2005). Defect formation energy, ∆ E, is the energy required to create

a defect and is related to the concentration of the defect, c, by the expression;

c = Ntexp(−∆E/KBT ), (2.5)

where Nt is the total number of the sites in the lattice (per unit volume) in which the

impurity can be incorporated, KB is the Boltzman’s constant and T is the temperature.

In most ionic crystals, ∆E is much greater than KBT even at the melting point, so that

the defect concentration is always very small . This means that the number of vacancies

increases with increase in temperature. Vacancies are normally created in pairs (e.g inter-

stitial anion and anion vacancy) to allow the material to be neutral. Materials that contain

a large number of defects, so that the ions can migrate easily (at high temperature T) also

have a high ionic conductivity (Damian, et.al., 2001).
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THREECHAPTER

THEORY

3.1 Defects in Materials

A structural defect is any fault in the long- or short-range order of a material. This applies

to crystalline and non-crystalline solids having three-dimensional (3D) periodic structure

(Catlow & Mackrodt, 1982). Defects are classified as either point or extended defects.

Point defects includes imperfections which are localized over a few atomic sites, and

they can be grouped as intrinsic and extrinsic point defects. Intrinsic point defects include

vacancies (missing lattice atoms), interstitials (atoms occupying non-lattice sites). Various

defects occur in crystalline solids, and include; point defects, line defects and bulk defects

( see Figure 3.1).

Figure 3.1: Common defects in alkali halides (William & Stoneham, 2004).
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Extrinsic point defects arise from the presence of foreign atoms (William & Reth-

wisch, 2007).

Extended defects on the other hand influence large volumes of the material. For ex-

ample a dislocation line may run throughout a crystal at the boundary of an arrangement

in the lattice planes. Surfaces are examples of extended defects. During crystal growth,

vacant lattice sites develop in all crystals. Such vacancies are stable at room temperature

and may be mobile at slightly higher temperature. Once a vacant lattice site is devel-

oped, the immediate neighborhood of a vacancy will relax, perturbing several lattice sites

(Shiyou, et.al., 2010). If the vacancy is produced by displacing a lattice atom, then the

released atom can either be trapped within the lattice (Frenkel defect) or moved out to

the surface to form new crystal layers (Schottky defects ) (Butman, et.al., 2000). For the

Frenkel defect, the displaced atom is retained in the interior of the crystal at an interstitial

site.

3.1.1 Defect Migration

An activation energy Em has to be supplied to an atom so that it could break inter-atomic

bonds and to move into a new position (see Figure 3.2).

Considering the simple case of an atom moving into a vacancy and using the potential

energy model proposed by Lidiard (Lidiard & McKee, 1980) i.e the potential energy is

a function of displacement in the direction of the vacancy, the Hamiltonian for the atom

may be expressed as,

H(x, px) =
P2

x
2m

+V (x). (3.1)

If the displacement x and momentum px are required for an atom to reach the saddle point

for migration, then the probability of crossing the barrier is

P =
exp(−H(x, px)/kT )dxd px∫

∞

−∞

∫
∞

−∞
exp(−H(x, px)/kT )dxd px

. (3.2)
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Figure 3.2: Schematic representation of diffusion of an atom from its original posi-
tion into a vacant lattice site (Zhibin, et.al., 2008.)

(Kimerling, 1978). The fraction of atoms crossing the barrier in time dt is

vdt = dt
∫

∞

0 exp(−H(x, px)/kT )vxd px∫
∞

−∞

∫
∞

−∞
exp(−H(x, px)kT )dxd px

, (3.3)

where dx = vxdt and vx is the velocity of an atom at saddle point in the x direction of

the vacancy. Equation 3.3 can further be expressed as,

vdt =
dt
m (mkT )exp(−V (x)/kT )∫

∞

−∞
exp(−V (x)/kT )dx

∫
∞

−∞
exp(−px/2mkT )d px

=
dt
[ kT

2πm

] 1
2 exp(−V (x)/kT )∫

∞

−∞
exp(−V (x)/kT )

. (3.4)

If the harmonic approximation potential is V (x) =V (A)+kx2/2 then the fraction of atoms

ϑ becomes,

ϑ =
[

kT
2πm

] 1
2 exp [−V (A)−V (x)/kT ]

(2πkT/k)
1
2

, (3.5)
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where A is the equilibrium position of the atom. Thus,

V (A)−V (x) = Em, (3.6)

where Em = energy barrier for migration. Thus, the jump frequency ν associated with the

vibration of the defect towards the saddle point at temperature T, is,

ν =
1

2π

(
k
m

) 1
2

exp(−Em/kT ) (3.7)

= ν0 exp(−Em/kT ), (3.8)

and to the best approximation its value is given by ν = kT/h̄ (Lindsey & Wales, 1999).

Vineyard (Caglar, et.al., 2009) while working independently of Damask and Dienes (John-

son, et.al., 1964) have discussed the extension of the single defect model to include the

interaction of the defect surrounding atoms and to allow for the return jump of the defect.

This involves the construction of a configuration space in the region of the migrating atom

( blue to red ) and its potential trap (see figure 3.3).

Flux, J1, from position (1) to (2) is written as,

J1 =
1
2

n1ν (3.9)

where n1 is the number of atoms at position 1,

ν is the jump frequency i.e number of atoms jumping per second. similarly,

J2 =
1
2

n2ν (3.10)

where n2 is the number of atoms at position 2,

ν is the jump frequency in s−1. Accordingly the jump frequency can be expressed in the

form of the ratio of two partition functions as

ν =
[

kT
2π

] 1
2
∫

S exp(−φ/kT )dS∫
V exp(−φ/kT )dV

, (3.11)
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J
1

J
2

x

Plane 1 Plane 2

Figure 3.3: Schematic of the planes of atoms with arrows showing the cross-
movement of the species (Paul, et.al., 2013).

where the integration in the numerator is over the hyper surface containing the saddle

point and the integration in the denominator is over the configuration space on the defect

side of the hyper surface. φ is the potential energy of the entire crystal. If equation (3.11)

is expanded in a Taylor series about the defect(D) and also about the saddle point (P) the

jump frequency becomes

ν =

[
∏

N
j=1 ν j

∏
N−1
j=1 ν ′j

]
exp(−[φ(P)−φ(D)]/kT ). (3.12)
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Hence the effective frequency νo is given by

ν0 =

[
∏

N
j=1 ν j

∏
N−1
j=1 ν j′

]
(3.13)

and is the ratio of the product of N normal frequencies of the entire system at the starting

point of the migration to the N− 1 normal frequencies of the system in the saddle point

configuration (Graeme, et.al., 2002).
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3.2 Many-body Approximations

3.2.1 Born-Oppenhelmer (B-O) Approximation

The Born-Oppenheimer approximation lightens the calculation of the energy and the wave

function of moderate size physical systems by making use of the significant mass dif-

ferences between the nuclei and the electrons. Considering the example of a methane

molecule (Cawkwell & Niklasson, 2012) the mass of the nucleus is 2,800 times that of

all the electrons surrounding it. It is therefore possible to decouple the motion of rela-

tively slow moving nuclei and that of the fast moving electrons. In other words, the wave

function of the system can be divided into electronic and nuclear components, i.e,

ψ(r,R) = ψelectronic(r,R)ψnuclear(R). (3.14)

In the first step of the Born-Oppenheimer Approximation (Simone, et.al., 2007) the

nuclei are assumed to have fixed positions, and the electronic Schrodinger equation, which

depends only on the electronic coordinates, is solved. For instance, the electronic wave

function of the methane molecule depends on 30 electronic coordinates. It is assumed

that for fixed nuclear positions, the electrons are in their ground state. Consequently,

the calculated electronic energies are functions of nuclear positions. In the second step

of the Born-Oppenheimer approximation, these electronic functions serve to calculate a

potential for the nuclear component of the Schrödinger equation (Mauricio, et.al., 2003).

In the case of the methane example, one needs to deal with only 15 variables. In general,

the nuclei are considered to move on the potential energy surface of the electronic ground

state, and the electrons follow the nuclear motion adiabatically.

3.2.2 Hatree Approximation

Here, the wave function is a product ansatz of the form :

Ψ(~r1,~r2, . . . , ~rN) = ψ1(~r1)ψ2(~r2) . . .ψN(~rN), (3.15)
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whereby this is known as the independent-particle or Hartree approximation (John &

Zunger, 1981). The wave function of the system is made up of a product of orthonormal

molecular orbitals. In this case, the electrons only interact with a mean field created by

all the other electrons, and they do not interact with other electrons directly. This ap-

proximation is computationally feasible, at least using self-consistent numerical methods.

However, it is a crude approximation that fails to satisfy the Pauli exclusion principle

for the many body wave function. Since the Pauli exclusion principle requires the wave

function to be anti symmetric with respect to interchange of any two electron coordinates.

This condition can not be satisfied by a non-trivial wave-function of the form given by

equation 3.15.

3.2.3 Hatree-Fock Approximation

The Hartree-Fock approximation was an improvement on Hartree approximation that

failed to represent the way in which particular (as opposed to the average) configuration of

the (N− 1) electrons affects an electron under consideration. The Hartree-Fock approx-

imation is viewed as the basis or foundation for more accurate approximations involving

correlation between electrons (Janghwan, et.al., 2009). Within the Hartree-Fock approx-

imation, the many body wave function of the system can be treated as a single Slater

determinant of independent electrons which satisfies the anti symmetry rule (Alexander,

2014). Hartree-Fock theory provides an exact treatment of the exchange and correlation,

which are useful for calculations involving molecules and larger N-body systems (Yeong,

2014). Modification of the Hartree equation gives a Schrodinger-like equation with an

effective Hamiltonian operator Hi
e f f that depends on the state as,

H i
e f f Ψ(r) =

(
− h̄2

2me
∇

2 +V i,σ
e f f (r)

)
Ψ

σ
i (r) = Eσ

i Ψ
σ
i (r). (3.16)

The effective potential V i,σ
e f f (r) that acts on each electron of spin σ at point r is ex-

pressed as in (Young-Choon, et.al., 2012) that,

V i,σ
e f f (r) = Vext(r)+VHartree(r)+V i,σ

x (r), (3.17)
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where Vext is the external potential, VHartree is the Hartree potential and V i,σ
x is ex-

change potential. The exchange term operator Vi,σ
x is given by a sum over orbitals of the

same spin as σ

V i,σ
x (r) =−∑

j

∫
dr
′
Ψ

σ?
j (r

′
)Ψσ

i (r
′
)

1
|r− r′|

Ψσ
j (r)

Ψσ
i (r)

. (3.18)

The sum ∑i Ψσ∗
j (r)Ψσ

i (r) is the Coulomb potential due to the exchange density for

each state i,σ (Jan, 2001).

3.3 Density Functional Theory (DFT)

3.3.1 Introduction

Density Functional Theory (DFT) is an approach for investigating the electronic struc-

ture of atoms or molecules in solid state Physics and Chemistry. In its initial formalism,

DFT is capable of covering the prediction of properties at ground state of any system

of electrons, i.e at zero temperature and at zero pressure. It has relativistic extensions

and in fact extensions to EM fields have already been achieved through DFT as well as

to excited states through the so-called time dependent density functional theory (TDFT)

(Yoshihiro, et.al., 2004) . Several approximations are usually made in order to enable

the computations to be accessible to current computers since more precision comes with

more computational time. DFT is preferred in the study of solid state systems over other

theoretical approaches (Eberhard & Dreizler, 2013), since it uses electronic density, n (~r)

of the system which is much simpler to work with, as opposed to the 4N-dimensional

wave functions. It is also preferred because it can be used in the study of both periodic

and non-periodic systems.

3.3.2 Kohn-Sham(K-S) Equations

Kohn and Sham (K-S) (George, et.al., 2013) derived a coupled set of differential equa-

tions enabling the ground-state density n0(r) to be found. K-S separated the ground-state
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kinetic energy functional of a system of non-interacting electrons, E[n(r)] into ,

E[n(r)] = T0[n(r)]+EH [n(r)]+Exc[n(r)]+
∫

Vext(r)n(r)d3r, (3.19)

where T0[n(r)], EH [n(r)] and Exc[n(r)] define the kinetic energy, Hartree energy as a

consequence of electron-electron repulsion, and exchange and correlation energies, re-

spectively. The functional E becomes

E [n(r)] = Ts [n(r)]+
1
2

∫ ∫ n(r)n(r′)
|r− r′|

drdr
′
+EXCn(r)+

∫
n(r)Vext(r)dr, (3.20)

where Ts [n(r)] is the kinetic energy of a non-interacting electron gas with density n(r),

i.e.,

Ts [n(r)] =−1
2

N

∑
i= j

∫
Ψ
∗

i (r)52
Ψi(r)dr (3.21)

EXCn(r) in equation (3.20) also defines the exchange-correlation energy functional. In-

troducing a normalization constraint on the electron density,
∫

n(r)dr = N gives

δ

δn(r)

[
E [n(r)]−µ

∫
n(r)dr

]
= 0

⇒ δE [n(r)]
δn(r)

= µ.

(3.22)

(John, et.al., 1996) Equation (3.22) may now be rewritten in terms of an effective poten-

tial, Ve f f (r), as,
δTs [n(r)]

δn(r)
+Ve f f (r) = µ, (3.23)

where

Ve f f (r) = e2
∫ n(r)∣∣r− r′

∣∣d3r +
δEex[n]
δn(r)

+Vext(r). (3.24)

More importantly, non-interacting electrons moving in an external potential Ve f f (r) would

result in the same relation as (3.23) (Yoshihiro, et.al., 2004). To obtain the ground state

energy, E0, and the ground state charge density, n0, the one electron Schrodinger equation

(
1
2
52

i +Ve f f (r)− εi

)
ψi(r) = 0 (3.25)
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can be solved self-consistently with

n(r) =
N

∑
i=j
|ψi(r)|2, (3.26)

A self-consistent solution is required due to the dependence of Ve f f (r) on n(r). Equations

3.17 through 3.24 provide a theoretically exact method for finding the ground state energy

of an interacting system, provided the form of EXC is known. Unfortunately, the form of

EXC is in general unknown and its exact value has been calculated for only a few very sim-

ple systems. In electronic structure calculations EXC is usually approximated within the

local density approximation (LDA) or generalized-gradient approximation (GGA) (Jian-

min, et.al., 2003).

3.3.3 Local Density Approximation (LDA)

Within the framework of the local density approximation (LDA) (Taedaehyeong, et.al.,

2014), the value of EXC[n(r)] is approximated by the exchange-correlation energy of an

electron in a homogeneous electron gas of density n(r), so that,

ELDA
XC [n(r)] =

∫
EXC[n(r)]n(r)dr. (3.27)

The LDA functional reproduces the ground state properties of many systems rather accu-

rately. For example, (Korir, et al, 2011) showed in his work that the bulk properties of

group 4d transition metals were well described by LDA, as opposed to other approaches.

However, there are situations whereby LDA fails due to the manner in which it treats the

charge density. For example, LDA predicts the wrong magnetic structure of iron. LDA

has been superseded by Local Spin Density Approximation (LSDA), that expresses the

density separately for electrons with spin up and those with spin down (Walter, 1999).
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ELSDA
x (n(~r)) = −εx

∫ (
n4/3
↑ (~r)+n4/3

↓ (~r)
)

dr, (3.28)

where :εx = 21/3Cx, (3.29)

Cx = 3
4

( 3
π

)1/3
. (3.30)

εx is the exchange-correlation coefficient and Cx is the density parameter in the system. In

most cases, LSDA is implied whenever modern calculations refer to LDA. LDA predicts

inaccurately the band gap of semiconductor materials (Yang, et.al., 2007), and hence new

methods are required for such cases like the generalized gradient approximation.

3.3.4 Generalized Gradient Approximation (GGA)

The Local Spin Density Approximation method is improved upon by considering the non-

uniform electron gas (Stig & March, 2013). This approach includes information about the

density of electrons, as well as the local gradient of this density. There are numerous ways

to include the gradient of the density, and this has led to a number of different functionals,

of which the most common are the Perdew-Wang (PW91) and Perdew-Burke-Ernzerhof

(PBE) functionals (Scott, et.al., 2013). Generally, all GGA methods depend only on

the density and its derivative, and in addition the Fermi and Coulomb holes are required

to integrate to -1 and 0 (Hagen, et.al., 2006) respectively. For the PBE functional, the

exchange factor is written as an enhancement factor multiplied onto the LSDA functional

i.e,

εPBE
x = εLDA

x F(x), (3.31)

F(x) = 1+a− a
1+bx2 , (3.32)

where: x = ∇n(~r)
n(~r)4/3 . (3.33)

The correlation part is written as an enhancement factor added to the LSDA functional

(Ping, et.al., 2012).
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ε
PBE
c = ε

LDA
c + c f 3

3 ln
[

1+dt2
(

1+At2

1+At2 +A2t4

)]
, (3.34)

where :A = d
[

exp
(
−εLDA

c

c f 3
3

)
−1
]−1

, (3.35)

f3(ζ ) =
1
2

[
(1+ζ )2/3 +(1−ζ )2/3

]
, (3.36)

t =
[
2(3π

3)1/3 f3

]−1
x. (3.37)

The PBE functional has been slightly modified to improve performance for periodic

systems, using Revised PBE , but at the cost of violating the exchange hole condition,

whereby the exchange hole does not sum up to -1 as required.

3.3.5 Time Dependent Density Functional Theory (TDDFT)

Time dependent density functional theory (TDDFT) describes the excited state properties

of a system by employing adiabatic approximation together with PBE functionals used

for the ground state of the system (Mary, et.al., 2009). It is based on the fact that the

ground-state density of an electronic system uniquely determines external potential that

the particles move in, which is associated with a specific Hamiltonian operator. This

specific Hamiltonian operator fully describes the ground state as well as the excited states

(Andres & Eva, 2006).

3.3.6 Bloch functions and plane wave basis

Bloch theorem states that the wave function of an electron within a perfectly periodic

potential can be written as,

ψnk(r) = µnkeik.r, (3.38)

(David, et.al., 2004) where k is the wave vector analogous to that of the wave vector

in the theory of free electrons, r is a position vector, and µnk(r) is a periodic function

that satisfies the boundary condition, µnk(r) = µnk(r + R). The corresponding energy

eigenvalue is,

εn(k) = εn(k +K), (3.39)
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where K is a reciprocal lattice vector. εn(k) is a continuous function, and since the en-

ergies associated with the index, n, vary with wave vector, k, this is known as an energy

band. All distinct values of εn(k) are represented by k values within the first Brillouin

Zone of the reciprocal lattice (Prasad & Bansil, 1980). The number of plane-waves used

in a calculation is determined by:

√
Ecuto f f 2me

h̄
, (3.40)

where Ecuto f f is the kinetic energy cut off. It is the only parameter that controls the

accuracy of the plane wave basis set. Plane wave basis set are normally expressed as,

ψ(r) = ∑
j

C jφ j(r) (3.41)

where ψ is a wave function and φ j is a basis function (Mueni, 2014). They are math-

ematically simple, covering all the space equally without being biased to any particular

region, and span the Hilbert space completely (Kosloff & Tal-Ezer, 1986). In this sense,

they are superior to local basis sets, especially when the initial form of the wave functions

is unknown.

3.4 G W Approximation

Defects are generally charged species in ionic and semi-ionic crystals, which owing to

the long range of the Coulomb forces leads to a long-range relaxation field. Figure 3.4

shows a two-region method which can handle lattice relaxation around defects effectively

(Kurt, 1953). It consists of a lattice surrounding the defect into an inner region (I) which

is treated atomistically and in which the coordinates of all ions are adjusted until they are

at ”zero force”, i.e. there are no net forces acting upon them. The method is essential for

the region surrounding the defect where the defect forces are strong. The polarization P

(r) at a point (r) with respect to the defect of charge q is given as,

P(r) =
qr
r3 (1− ε

−1) (3.42)
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Figure 3.4: Two-region strategy used in defect (D) simulations.

where ε is the dielectric constant of the crystal. Equation (3.42) is strictly applicable

to cubic materials. Within the two-region approximation, the energy ED of the defect

formation can be written as,

ED = E1(x)+EI−II(x,y) = Ey(y), (3.43)

where E1 is the energy arising solely from interaction of ions within region I i.e self energy

of region I, whose coordinates make up the vector x, EII is the self energy of region II for

which y is the vector of coordinate displacements and EI−II is an interaction energy term.

If the displacements y are sufficiently small, then by assuming the validity of harmonic

approximation,

EII =
1
2

y.A.y, (3.44)

where A is the force constant matrix. Applying the equilibrium condition to region II,

(3.44) becomes,

(
δEI−II(x,y)

δy
)y=~y =−Ay. (3.45)
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Thus, substituting equation (3.45) into equations (3.44) and (3.42) gives,

ED = E1(x)+EI−II(x,y)−
1
2
(
δEI−II(x,y)

δy
).y. (3.46)

This therefore removes the explicit dependence of ED on EII , which is convenient. In

equation (3.44), A−1 can be equated to Go, the perfect lattice Green’s function for the

system. It is worth noting that, the inner region might include a quantum mechanically

described species containing a number of variational parameters λ used in optimizing the

wave function. Hence, expanding the derivative in equation (3.45) to first order in y gives,

-
δEI−II

δy
= Fo(λ ,x)+F1(λ ,x)y = A.y (3.47)

Therefore,

Fo(λ ,x) = [A−F1(λ ,x)]y (3.48)

and

y = GFo(λ ,x) (3.49)

where

G = [A−F1(λ ,x)] (3.50)

G is now the perturbed Green’s function, which allows us to calculate the response of the

crystal to the defect (Catlow & Mackrodt, 1982).
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FOUR CHAPTER

METHODOLOGY

4.1 Introduction

In this study, bulk and electronic properties as well as properties due to the presence of

defects have been studied via ab-initio pseudopotential plane wave method with DFT. All

calculations in this study were based on DFT as implemented in the Quantum Espresso

(Q.E) (Thomas, et.al., 1995) suite of computer codes which is a multi-purpose, multi-

platform software for ab-initio calculations. Q.E stands for Quantum-opEn-Source Pack-

age for Research in Electronic Structure, Simulation and Optimization. The code uses

plane wave basis sets for the expansion of the electronic wave function, a pseudopotential

description of the electron-ion interaction and DFT for description of electron-electron

interactions (Giannozzi, et.al., 2009). Details of pseudopotentials used in this study are

given in Appendix C.

4.2 Electronic and structural Optimization

The most important factors that determine the precision of numerical calculations done

in DFT are; type of pseudopotential used, cutoff energy for the plane wave basis set and

k−points sampling for the Brillouin Zone (BZ) (Frank, et.al., 2004). In modelling CsI,

starting theoretical values were set at available experimental data (Ashutosh, et.al., 2013).

4.2.1 k− points optimization

Brillouin-Zone integrations were performed using the Monkhorst-Pack scheme k− point

mesh (Stefano, et.al., 2003) . The Monkhorst-Pack scheme ensures that the irreducible

part of the BZ is within a mesh of uniformly spaced k− points. To minimize compu-

tational time, the cut-off energy was fixed at 25 Ry during the optimization of the k−

point mesh. It was evident from Figure 4.1 that CsI has a cubic structure, a = b =c, and

therefore k− points were varied from 2×2×2 to 14×14×14, whereby a 6×6×6 grid

was found to give the minimum energy (see Figure A.1 in Appendix A) and it was thus
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used throughout the subsequent calculations in this work. It was also used to optimize the

cut-off energy (Ecut) and Volume (V).

4.2.2 Optimization of the plane-wave cut-off energy

The plane-wave cut-off energy was varied from 15 to 60 Ry ( see Figure B.3 in Ap-

pendix.B). From these values, an optimum value of 45 Ry was chosen, since the energies

were well converged when the difference between self consistent steps was less than 10−6

Ry.

Figure 4.1: Conventional unit cell of Cesium Iodide .

All the calculations reported in this work were carried out at ground state, while most

experiments are normally done at slightly higher temperatures and pressures (Jeffrey,

et.al., 2004). The lattice constant, a0, corresponds to the size of a conventional unit cell

length at equilibrium volume, V0, and in this study, a0 was calculated by minimizing the

total energy as a function of the cell volume. The lattice parameter was varied from 7.6

Bohr to 10.8 Bohr in steps of 0.2 Bohr (see Fig. B.2 in Appendix.B). The bulk modulus,

B0, and its pressure derivative, B
′
0, were obtained by fitting the energy-volume, (E-V),

data to the Birch-Murnaghan and Vinet equations of state (Valentı́n, et.al., 1996).
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4.2.3 Size of cells used

The electronic structure representing simple cubic Cesium Iodide was defined by placing

a Cesium atom at (0.0,0.0,0.0) and an Iodine atom at (0.50,0.50,0.50) of the lattice param-

eter as shown in Figure 4.2 . During optimization of CsI, a cell of 8 ( 2×2×2) atoms, and

Figure 4.2: Atomic structure of pure Cesium Iodide crystal.

it was used. After optimization a supercell of 128 atoms was constructed which included

64 Cesium atoms and 64 Iodine atoms was used throughout the study. This size was cho-

sen since the defects were well isolated from each other. The defect was introduced to

the supercell by either adding atoms (Interstitial) or removing atoms (vacancy). Anionic

or cationic migration energies were obtained by moving the atoms at various intervals

towards the vacant lattice site in the crystal. The advantage of the supercell model in DFT

is that the electronic structure of the unit cell is periodic. All structures were visualized

with the graphical visualization code Xcrysden (Anton, 1999).
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4.3 Calculation of defect formation energies

4.3.1 Vacancies and Interstitials formation energies

To calculate the formation energy for a single interstitial, E f
i , the total energy of the

relaxed perfect crystal, Ec, was first calculated before introducing an interstitial. After

introducing a single interstitial into the relaxed system, the crystal was again relaxed so as

to calculate the total energy of the system with an interstitial, Ei. The interstitial formation

energy is then given by,

E f
i = Ei−Ec−Ea, (4.1)

where Ea is the energy of a free single atom of either Cesium in case of cation or Iodine

in case of anion. The energy Ea of a single atom was obtained by placing the atom in a

large cubic box of 34.456 Bohr (i.e about 4 times cell lattice constant) in size and relaxing

it.

Vacancy formation energy , E f
v , for a single vacancy for both cation and anion was

calculated by removing one atom of Cesium or Iodine and the lattice relaxed upto the set

convergence criteria. The vacancy formation energy was calculated by using the expres-

sion,

E f
v = Ev−Ec +Ea, (4.2)

; where Ev is the relaxed energy of the crystal containing the vacancy.

4.3.2 Frenkel defect formation energies

A Frenkel defect is a neutral defect made up of a paired vacancy and an interstitial (see

Figure 4.3)

The formation energy of a frenkel defect, EF , was calculated as,

EF = Ei +Ev−2(Ec). (4.3)

where Ei is the total energy of the system with an interstitial, Ev is the relaxed energy

of the crystal containing the vacancy and Ec is the total energy of the relaxed perfect
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Figure 4.3: A schematic diagram showing a Frenkel defect (Lifshitz & Kosevich,
1966).

crystal. The separation between Frenkel defects are assumed to be infinite such that there

is no interaction between them. This separation distance was achieved by calculating

both vacancy and interstitial energies separately. Frenkel pair formation energy was also

determined at near distances by creating an interstitial and a vacancy close to each other.

The defect formation energy was obtained by calculating the energy difference between

the energy of the bulk supercell and that of the relaxed supercell containing cation or

anion. Thus the Frenkel defect formation energy EF was obtained from the relation

EF = Edisp−Ec, (4.4)

where Edisp is the energy of the relaxed system when the atom is displaced. Defect con-

centration was calculated as;

Defect concentration =
No. of defective atom(s)

Total no. of atoms in the structure
×100%. (4.5)

4.3.3 Vacancy migration energy

When vacancies migrate in intervals towards a neighbouring site, they must pass through

a saddle point. A saddle point is defined as the point where the total energy of the model

lattice is at its maximum for a particular migration route; < 100 >, ,< 110 >, and
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< 111 >. This is given by a relation,

Ev
m = Ei2−Ei1, (4.6)

where Ev
m is the energy of vacancy migration, Ei2 is the energy of atomic interaction in

the presence of two vacancies in the ith configuration sphere and the atom located at the

saddle point between ith and the (i− 1)th configuration spheres and Ei1 is the energy of

atomic interaction in the presence of a vacancy in the ith configuration sphere.
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FIVECHAPTER

RESULTS AND DISCUSSION

This chapter presents the results obtained in this work. It includes results on the bulk and

electronic properties of CsI, defects and their effects on the band structure of CsI as well

as cationic and anionic migration energies in CsI.

5.1 Bulk properties of Cesium Iodide

5.1.1 Equilibrium bulk properties of CsI

Figure 5.1 shows an optimized simple cubic structure of CsI with a Cs and an I atom as

the basis.

Figure 5.1: Atomic structure of pure Cesium Iodide crystal.

The results obtained from this work were then compared with other theoretical and

experimental findings where available. Some of the structural properties of CsI obtained

from figure 5.1 include its lattice parameter (a0), bulk modulus (B0) and the pressure

derivative (B
′
0) of bulk CsI as well as Cs-Cs (4.8243Å) and Cs-I (2.4122Å) bond lengths.

These are summarised in Table 5.2.

From Table 5.2, the structural parameters of CsI obtained in this work were found to

vary slightly with experimental values. In particular, the calculated lattice constant, a0 =

4.551 Å , obtained in this work differed by -0.35% when compared to experimental value

of 4.567 Å (Ribeiro, et.al., 2006) .
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Table 5.1: Calculated equilibrium bulk properties of pristine structure of CsI using
Birch - Murnagan ( B- M ) equation of state.

This study Experimenta % Dev
a0 (Å) 4.551 4.567 -0.35

B0 (GPa) 11.6 11.9 -2.52
B
′
0 6.30 5.93 +6.24

Cs-Cs 4.8243Å .... ...
Cs-I 2.4122Å .... .....

a (Ribeiro, et.al., 2006)

The bulk modulus of 11.6 GPa, calculated in this study differed by -2.52% when

compared to experimental value of 11.9 GPa (Ribeiro, et.al., 2006), while the calculated

pressure derivative, B
′
0 = 6.30, differed by + 6.24% as compared to experimental value

of 5.93 (Ribeiro, et.al., 2006). The reduced bulk modulus suggested a slightly softer CsI

structure compared to the experimental one.

The calculated bulk values (see Table 5.2) in this study are in close agreement to the

experimental values though with some deviations. Such deviations are well known in

DFT, and they are attributed mainly to the assumptions made in the theory, since DFT

calculations are exact in principle but approximate in practice.

Table 5.2: Calculated properties of defective CsI crystal using Birch - Murnagan (
B- M ) equation of state.

Defect Bo(GPa) B′o Cs-Cs(Å) Cs-I(Å)
Cs-interstitial 12.5 5.0 4.4128 1.9919
I-interstitial 12.5 5.0 4.5595 2.2942
Cs-vacancy 12.5 5.0 4.5583 2.2791
I-vacancy 12.5 5.0 4.5874 2.2791

Expt. values 11.9 5.93 - -

Table 5.2 showed that the bulk modulus increased from 11.9 GPa to 12.5 GPa, which

is +5.04% of experimental value and +7.76% of the calculated pristine value for all the

defects considered. This increase is attributed to the change in structure within the defec-

tive CsI crystal. Similarly, the pressure derivative decreased from 5.93 to 5.0, which is

-15.68% of experimental value and -20.63% of the calculated pristine value. This showed

a slight disruption of CsI structure upon introduction of defects.



34

The Cs-Cs bond length decreased from 4.8243 Å to 4.307 Å, which is -10.72% in the

case of a Cs-interstitial and the Cs-I bond length also decreased from 2.4122Å to 1.387Å,

which is -42.5%. This agreed well with the work of Sung & Sung, (1996) where they

established that the bulk modulus increases with decreasing inter atomic distances.
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5.2 Electronic properties

5.2.1 Band structure (BS) and projected density of states (PDOS) of

pure CsI

Figure 5.2 shows the electronic band gap of pure CsI, which was calculated using 30 k-

points sampling of the BZ. A direct band gap of 3.71 eV located at G was obtained ( Fermi

level was put at 0 eV ), suggesting that the material is indeed an insulator. This was, how-

ever underestimated when compared to the experimental value of 6.2 eV (Ribeiro, et.al.,

2006), and hence the value obtained in this study has a deviation of about +60% of the

experimental value. Several other theoretical calculations have been reported such as in

(Ribeiro, et.al., 2006) which gave a band gap of 3.91 eV for CsI. This suggests that al-

though the value obtained in this study is underestimated from experiment, it is within the

range obtained by other first principle calculations. Figure 5.2 shows the bands superim-

Figure 5.2: Band structure of pure CsI.

posed on the projected density of states for pure CsI. PDOS gives more information on

the contribution of each orbital to the excited states as well as to bonding states. From

figure 5.2, it is clear that the electronic states of CsI were constituted of an upper valence
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band centered between 0 and -1.8 eV and a conduction band of width of 1.44 eV, which

is -31.43% of the experimental value (DiStefano & Spicer, 1973). The valence band is

dominated by I (2p) and contribution from Cs (2p) states located between -1.2 eV an 0.2

eV. From this study, it is established that the valence band maximum was occupied mainly

by I (2p) states and some contribution of Cs (2p) states giving rise to the hybridization of

the p-orbitals from the two elements which are responsible for the observed bonding of

CsI. The conduction band is characterized mainly by Cs-3d and a little hybridization of

I-3d. It is important to point out that zero PDOS for an energy level means that, there are

no occupied states.

5.2.2 Density of States (DOS) for pure CsI.

The importance of DOS is that it gives information about the bonding within solids and in

classification of materials as either metals, semiconductors or insulators. Metals have no

band gap (separation between valence and conduction band), while materials with a large

band gap (> 4 eV) are classified as insulators and semiconductors have a small band gap

(≤ 3.4 eV) [John, L., et.al., 2009]. DOS for the CsI crystal have been plotted to show

the contributions of the atoms on the electronic structure of CsI ( Figure 5.2). The plot

confirms that CsI is indeed an insulator.

5.3 GW Approximation

Confronted by the band gap underestimation by DFT, GW calculation was performed

whereby Bethe salpeter equation(BSE) and Random phase Approximation(RPA) methods

were applied to calculate the spectra of CsI. A plot of the intensity versus the energy values

is shown in Figure 5.3. The intensity was obtained between 0 and 10 eV. The spectrum in

Figure 5.3 shows a sharp rise in intensity resulting in high intensity peaks at 4.2 eV and

5.5 eV from the BSE and RPA methods, respectively. The point at which the spectrum

rises sharply indicates the band edge of CsI. This method predicts the band gap of 5.5

eV as compared to LDA method in which the value was obtained as 3.71 eV. This is an

improvement by 48.25% from the LDA value though still an underestimation by 11.29%

from the experimental value of 6.2 eV. Other theoretical studies obtained the band gap of
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4.78 eV and 5.49 eV (Luke & Gao, 2013) ( Self-energies calculated band gap) using the

same method. Also, Gao, F., et.al., (2013) obtained a band gap of 3.15 eV using LDA

method as compared to 3.71 eV obtained in this study.

Figure 5.3: A plot of intensity versus energy spectra of bulk CsI.

Table 5.3 shows a comparison of electronic properties of pristine CsI obtained in this

study and other theoretical calculations as well as some experimental work .

Table 5.3: Energies of selected transitions between the highest valence band and
lowest conduction band.

Transition Bandgap (eV)

This study GW(1)b GW(2)b Experiment

Γ→ Γ 5.5 4.78 5.49 6.1c, 6.3d , 6.37e, 6.0 f

M→ Γ 4.2 4.74 5.44

b (Luke & Gao, 2013), c(Yun-Ching, et.al., 2013), d(James, et.al., 1984), e (Lushchik,

et.al., 1996) and f (James, et.al., 2003).
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5.4 Band structure (BS) and Projected Density of states

(PDOS) of defective CsI.

5.4.1 Vacancy defects

In this study, vacancies were created by removing either Cesium or iodine atoms from the

crystal lattice, giving rise to a defect concentration level of≈ 0.78% . The modeled crystal

was then used to calculate BS and DOS as well as the PDOS of CsI with the respective

vacancies. Figures 5.4 and 5.5 shows the PDOS and BS of CsI structure with Cesium and

Figure 5.4: Electronic band structure of CsI with a Cesium vacancy.

Iodine vacancies, respectively. The band structure was plotted along the high symmetry

path M−Γ−X−R−M−X in both structures.

Both the PDOS and BS plots ( figure 5.4 ) showed that the electronic states of the

structure with Cesium vacancy were constituted of a valence band of 1.69 eV in width

and a narrow conduction band of 0.82 eV. The structure was found to have a direct band

gap of 3.69 eV located at G showing an insignificant downward bending of the conduction

band edge by 0.02 eV. Similarly, the PDOS and BS plots (figure 5.5) of the structure with
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iodine vacancies shows that the structure is constituted of a valence band of 1.71 eV in

width and a narrower conduction band of 0.80 eV. The structure was also found to have an

insignificant downward bending of the conduction band minimum by 0.04 eV resulting to

a direct band gap of 3.67 eV located also along G direction. No formation of defect states

was observed due to Cesium and Iodine defects. The Fermi level appear to have dropped

from 0.12 eV to -0.16 eV and -0.13 eV due to the presence of Cesium vacancy and Iodine

vacancy, respectively, suggesting that the defective crystals have acceptor-like behaviour.

Figure 5.5: Electronic band structure of CsI with an Iodine vacancy.
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5.4.2 Frenkel defects

Frenkel defects were created by displacing either a Cesium or Iodine atom by 6.8375 Å

and 3.1168 Å, respectively, within the CsI. Figures 5.6 and 5.7 shows displaced Cesium

and Iodine atoms, respectively, within the supercells, to form Frenkel defects.

Figure 5.6: A super cell of CsI with a
cesium (Cs) atom interstitial.

Figure 5.7: A super cell of CsI with an
iodine (I) atom interstitial.

Following these displacements and optimization of the structure, the bond lengths

were found to decrease from their bulk positions in the pure crystal. Table 5.4 shows

the calculated bond length of Cs-Cs and Cs-I after displacement of Cesium and Iodine

(Frenkel defects), respectively. In both cation and anion Frenkel defects, the bond lengths

Table 5.4: Calculated DFT-GGA bond lengths in CsI around the Frenkel defect.
Bond Before displacement (Å) After displacement (Å)
Cs-Cs 4.8243 1.2061
Cs-I 2.4122 0.7628
I-I 4.5583 2.279

were found to contract significantly around the defect site. When Cesium atom was dis-

placed from the lattice site, the Cesium atoms came closer towards each other from 4.8243

Å to 1.2061 Å while displacing Iodine was found to reduce the bond length from 2.4122

Å to 0.7628 Å. From these results, it can be postulated that both Schottky and Frenkel
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defects affected the structure of CsI with the latter affecting it the most.

5.5 Formation energies

The defective crystals with displaced atoms were used to calculate cationic and anionic

Frenkel pair formation energies at infinite distances as shown in Table 5.5. All values of

energies are given per formula unit in the structure. The general principle is that the lesser

Table 5.5: Defect pair formation energy (eV) for cation and anion per formula unit
in Cesium Iodide.

Method Cation Frenkel Anion Frenkel
This study (Infinite distances) 0.21 0.16
Experimentb ( Infinite distances) 0.56 0.32
b (Kun-Dar et.al., 2008)

the energy, the easier it takes to form such a defect. Cation Frenkel formation energy

was calculated as 0.21 eV and the Anion Frenkel formation energy was found to be 0.16

eV. Due to the low formation energy of anion Frenkel defect, this study suggests that

anion Frenkel defect is easily formed as compared to cation Frenkel defect. To compare

the formation energies of vacancies and interstitials, the cationic and anionic formation

energies were calculated using equations (4.1)− (4.4) in section 4.3 and the results shown

in Table 5.6.

Table 5.6: Defect formation energy(eV) for cation and anion in Cesium Iodide.
Interstitial Vacancy

Cs 0.4325 0.25
I 0.30 0.16

From this table, a Cesium interstitial was found to be formed with an energy of 0.4325

eV as compared to a Cesium vacancy whose formation is 0.25 eV. This shows that it is not

easy to displace a Cesium atom from its lattice site within CsI but it is easier to remove a

Cs atom inspite of its large size. This study also established that Iodine interstitial can be

formed with an energy of 0.30 eV while an Iodine vacancy can be formed with an energy

of 0.16 eV. Thus, it is also easier to form an Iodine vacancy than an Iodine interstitial .

Comparing the formation energies of Cesium and Iodine interstitials, it was found that
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it was much easier to form an iodine interstitial than the Cesium interstitial. Further,

comparing the Cesium and Iodine vacancies, this study found that it is easier to form an

Iodine vacancy than a Cesium one by about 0.09 eV. This showed that vacancies can be

easily formed than their counterpart interstitials. It is then concluded that lighter atoms

are likely to occupy non-lattice site than heavier atoms. These findings are comparable

to atomic weights of Cesium and iodine which are 132.9055 amu and 126.9045 amu,

respectively. Generally, it appears that it is easier to form vacancies in CsI than creating

interstitials in it, a process that may not be easy due to the high energy required to achieve

this.
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5.6 Defect migration

The cationic migration path was studied by removing a neutral Cesium atom in a crys-

tal lattice site to create a vacancy. Similarly an anionic migration path was studied by

removing a neutral Iodine atom in a crystal lattice site to create a vacancy. Both vacan-

cies were created by removing atoms in the crystal atomic sites of the modeled structure.

The sites along the migration path were changed in intervals of 0.05 Å to the next nearest

neighbours as they pass through the saddle point.

5.6.1 Cationic migration path

As mentioned earlier, the Cesium vacant positions were approached by another Cesium

atom from a different crystal lattice site in steps of 0.05 Å. The atom was allowed to

migrate in three different directions; < 100 >,< 110 > and < 111 > (see figures 5.8, 5.9

and 5.10, respectively).

Figure 5.8: < 100 > Di-
rection.

Figure 5.9: < 110 > Di-
rection.

Figure 5.10: < 111 > Di-
rection.

Figure 5.11 shows migration energies as a function of migration path in the three

different low index directions; < 100 >,< 110 > and < 111 > of CsI. The Cesium atom

was found to migrate along the < 100 > direction with saddle point energy of -1.5254

eV, along the < 110 > direction with a saddle point energy of -1.5253 eV and -1.5252 eV

along the < 111 > direction ( see Appendix D.1). This showed that Cesium atom migrated

with the least amount of energy along < 100 > direction. This direction was favoured due

to the fact that the < 100 > direction has more large open channels to accommodate the

migration of the large Cesium atom, unlike the other directions.
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Figure 5.11: Migration path of Cesium ion along the three low index directions.

5.6.2 Anionic migration path

For the case of anionic migrtation the Iodine vacant position was approached by another

Iodine atom in a different crystal site in steps of 0.05 Å, just like in the case of the Cesium

atom. The Iodine atom was also allowed to migrate in three different directions;< 100 >

,< 110 > and < 111 >. Figure 5.12 shows migration paths along the three low index

directions. This study establishes that the Iodine atom migrated with saddle point energy

of -1.5050 eV along the < 100 > direction, -1.5048 eV along < 110 > direction and -

1.5049 eV along the < 111 > direction (see Appendix D.2). When these values of saddle

point ,S , energies were compared, it was found that the Iodine atom preferred to migrate

along the < 100 > direction, just as was the case with the Cesium atom. When the

migration energies of the two ions, that is, Cs+ ( ionic radius of 1.81Å) and I− ( ionic

radius of 2.06 Å) are compared, it was found that the barrier of migration of the Cesium

ion was lower at -1.5254 eV compared to that of Iodine at -1.5050 eV along the < 100 >

and < 100 >directions, respectively.
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Figure 5.12: Migration path of Iodine ion along the three low index directions.
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SIX CHAPTER

CONCLUSION AND RECOMMENDATION

6.1 Conclusion

This study has considered equilibrium bulk properties, electronic properties, defect for-

mation and their migration energies in CsI. The lattice parameter of CsI was found to be

4.551 Å (using DFT) as compared to an experimental value of 4.567 Å .The bulk modulus

(B0) was calculated as 11.6 GPa for pure CsI as compared to experimental value of 11.9

GPa. The pressure derivative (B
′
0) was computed to a value of 6.30 as compared to an

experimental value of 5.93. These values showed close agreement to experimental data

available. After adding the defects, these values were found to change quite significantly.

In particular, the bulk modulus increased by 5.04% upon the introduction of the various

point defects while the pressure derivative decreased by 25.40% from that of the pristine

structure. The Frenkel defects resulted in Cs-Cs bond length change from 4.8243 Å to

1.2061 Å and Cs-I bond length change from 2.4122 Å to 0.7628 Å.

From the electronic properties of CsI, the calculated band gap of pure CsI using DFT

was 3.71 eV which was 40 % below the experimental value of 6.2 eV as DFT normally

underestimates the fundamental gap. The GW approximation method predicted a much

wider band gap of 5.5 eV as compared to LDA method by a value of 1.79 eV. Since

the experimental value was 6.2 eV, it is concluded that GW method is better than LDA

method in approximating band gaps of materials. The defective CsI with Cs vacancy

and I vacancy led to a very small downward bending of the CB edge leading to observed

reduced band gap of 3.69 eV and 3.67 eV, respectively.

Also, from the results of defect formation energies it was observed that cesium inter-

stitial was formed with an energy of 0.4325 eV while iodine interstitial was formed with

an energy of 0.30 eV. The study therefore showed that it is easier to form iodine intersti-

tial than the one of cesium. Cesium vacancy was formed with an energy of 0.25 eV while

iodine vacancy was formed with an energy of 0.16 eV. This showed that iodine vacancy

was easier to form as compared to cesium vacancy, probably due to the difference in their
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sizes.

The migration of both cesium and iodine atoms in CsI was found to occur mostly

along the < 100 > direction due to large open channels to accommodate the migration of

both atoms. Cesium and Iodine migrated with least energies of -1.5254 eV and -1.5050

eV along the < 100 > direction, respectively. This showed that the large size of Iodine

prevented it from diffusing easily along the three low index directions.

In general, the various defects in CsI were established to affect both the structural and

electronic properties of CsI. Both interstitials and vacancies increased the bulk modulus

from 11.9 GPa to 12.5 GPa. Similarly, both vacancies and interstitials decreased the

pressure derivative from 5.93 to 5.00. Cesium and Iodine vacancies reduced the band gap

from 3.71 eV to 3.69 eV and 3.67 eV, respectively. The calculated formation energies of

Cesium and Iodine showed that Iodine interstitial and its vacancy were easier to form than

Cesium interstitial and its vacancy. Last but not least, the calculated migration energies

showed that both Cesium and Iodine preferred to migrate along the < 100 > direction.

6.2 Recommendation

The study has dealt with defects involving only a few atoms and it is therefore recom-

mended that the study be extended to include multi-atom defects. There is also need to

study the effect of simultaneous point defects in CsI crystal which was not addressed here.

It is further recommended that study of the migration of atoms using the nudged elastic

band calculation method be carried out. Further studies on point defects in CsI should use

DFT + U, in order to determine the band gaps more precisely.
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PPENDIXA A

Workshops, Schools and Conferences and Publications.

A.1 Workshops

1. Khartoum Workshop on Advances in Materials Science (KWAMS13)- University

of Khartoum, Sudan, 18thJan−31st Jan 2013.

2. Workshop on DFT and Quantum Chemistry - University of Eldoret, 6thMay−11th

May 2013.

A.2 Schools and Conferences

1. University of Eldoret first interdisciplinary conference, 18th - 19th June 2015.

2. African School on Electronic Structure Methods and Applications - 2012- Univer-

sity of Eldoret, 28thMay−8th June 2012.

3. Quantum Monte Carlo Summer school - University of Eldoret, 9th− 13th March

2012.

A.3 Manuscript under preparation for submission to a

journal.

Kirui, PC., Amolo, GO & Makau, NW. Ab-Initio Study of intrinsic point defects in cesium

iodide: A density functional theory. To be submitted to a peer reviewed journal.
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XAPPENDI B

Optimization

B.1 Structural optimization

A mesh-pack of 6×6×6 was appropriate.

B.1.1 K-Point optimization

Figure B.1: A plot of total energy against k-points of cubic bulk CsI.

B.1.2 Lattice parameter optimization

Figure B.2: A plot of total energy against lattice parameter of cubic bulk CsI
.
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B.1.3 Plane wave energy cut-off

Figure B.3: A plot of total energy against cut-off energy of cubic bulk CsI.
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C

Pseudopotentials

One of the ways of reducing computational cost and time is to use pseudopotentials with-

out compromising the outcome of the calculations. This is because pseudopotentials con-

sider the valence electrons only, excluding the inner core states and the strong potential

that binds them to the nuclei (Milman, et.al., 2000). The core electrons in the core states

have less influence on the properties of solids, but their proper inclusion into the pseu-

dopotentials creates room for the sufficient use of plane wave basis sets in electronic

structure calculations (Georg & Joubert, 1999). Among mostly used pseudopotentials

are; norm-conserving, Ultra-soft and Projector augmented wave pseudopotentials. In this

study,norm-conserving pseudopotentials whose charge contained inside the cut-off radius

for the pseudo and all-electron wave functions is the same were preffered. These pseu-

dopotentials were formulated by Vanderbilt and Bloch (David & King-Smith, 1998).

Table C.1: Pseudopotentials used

XAPPENDI  

Atom Pseudopotential
Cesium Cs.Pbe−mt−bw.UPF
Iodine I.Pbe−mt−bw.UPF
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C.1 Cs.Pbe−mt−bw.UPF

These pseudopotentials for Cesium were generated using ld1 code by Brandon Wood

(Materials Science, MIT). They were generation date in February 2002. The Pseudopo-

tential was generated with a Scalar-Relativistic Calculation. (Peterson, 2003)

Table C.2: Cesium pseudopotential
nl pn l occ Rcut Rcut US E pseu
6S 0 0 0.50 0.0 0.0 0.0
6P 0 1 0.05 0.0 0.0 0.0
5D 0 2 0.05 0.0 0.0 0.0

Version Number 0
Element Cs

Norm-Conserving pseudopotential NC
Nonlinear Core Correction T

PBE Exchange-Correlation functional SLA, PW, PBE
Local Potential cutoff radius 0.0E+00

Z valence 1.0
Total energy 0.0

Number of points in mesh 537
Number of Wave functions 3

Number of Projectors 2
Maximum angular momentum component 2
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C.2 I.Pbe−mt−bw.UPF

Generated using the fhi98pp code, written by Martin Fuchs. Generation date: 2006. The

Pseudo was generated with a Full-Relativistic Calculation. (Sandro, et.al., 2005)

Table C.3: Iodine pseudopotential
nl pn l occ Rcut Rcut US E pseu
5S 0 0 2 0.0 0.0 0.0
5P 0 1 5 0.0 0.0 0.0
5D 0 2 0 0.0 0.0 0.0

Version Number 0
Element I

Norm - Conserving pseudopotential NC
Nonlinear Core Correction F

PBE Exchange-Correlation functional SLA, PW, PBE
Z valence 7.0

Total energy 0.0
Max angular momentum component 2

Number of points in mesh 551
Number of Wave functions 3

Number of Projectors 2
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D

Migration

D.1 Cesium migration energies

Table D.1: Cesium migration energies in three low index directions

XAPPENDI  

Steps Energy in directions (Ry)

< 100 > < 110 > < 111 >

0.10 −21252.96 −21252.98 −21251.97

0.15 −21252.95 −21252.97 −21252.98

0.20 −21251.77 −21251.31 −21251.15

0.25 −21252.93 −21251.33 −21251.14

0.30 −21252.96 −21251.32 −21251.16

0.35 −21252.97 −21252.98 −21252.98

D.2 Iodine migration energies

Table D.2: Iodine migration energies in three low index directions
Steps Energy in directions (Ry)

< 100 > < 110 > < 111 >

0.42 −20968.2 −20967.9 −20967.5

0.48 −20967.0 −20966.2 −20968.5

0.50 −20967.7 −20965.9 −20967.7

0.53 −20967.9 −20966.2 −20966.4

0.58 −20968.3 −20967.9 −20967.5

0.60 −20968.4 −20968.2 −20968.2


